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1.0 SCOPE

This document establishes the functional require- -•

ments for the PAVE PILLAR Systems Architecture. This

architecture is specifically targeted for advanced tactical

fighters, and in general for all military aircraft

applications. The PAVE PILLAR Architecture addresses those

functions which could be implemented with common hardware and

computer programs to allow adaptation to either air-to-air or

air-to-ground missions. This document defines the major

elements of the PAVE PILLAR Architecture, the mechanizations

for interconnecting those elements, a set of common modulesP:

from which those elements could be constructed, and the

operation of the network constructed of these elements.

This document describes a fully integrated

architecture concept which includes common data and signal

processors. Section 6.4 addresses the issue of non-homogeneous

processing resources.

Appended to this document is a set of specifications

which represent current physical and functional interface

specifications for the PAVE PILLAR architecture as implemented

by Advanced Development Model (ADM) technology prnoramsz As

such, these specifications may by revised and expanded where

necessary when applied to Full Scale Engineering Development

(FSFD) programs.

I x'
"v.1
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2.0 APPLICABLE DOCUMENTS

2.1 MlitaryStandards

MIL-STD-1553B, Aircraft Internal Time Division Com-

mand/Response Multiplex Data Bus
0.

MIL-STD-1750A 16 Bit Computer Instruction Set

Architecture

MIL.-STD-1760 Aircraft Store Electrical Jnterconnec-

tions System

MIL-STD-1815A Ada Programming Language

MIL-STD-483A Confiquration Management Practices fnr

Systems, Fquipment, Munitions, and Computer Programs

MIL-STP-490A Specification Practices

DOD-STP-2167 Defense System Software Development

?.2 Other Publications

NASCIM 5100A (C) Comprising Emanations, Laboratory

Test Requirements, Electromagnetic

NACSEM 5112 (S-NF) Non-Stop Fvaluation Techniques

NACSEM 5231 (C) Tempest Guideline for Equipment/Sys-

tem Design

I.,
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3.0 REQUIREMENTS

3.1 Avionics S.stems Definition

An avionics system is a suite of equipment

integrated into the aircraft to enable the pilot to accomplish

the assigned missions of a tactical fighter aircraft weapon

system. The avionics system is divided into four functional

areas: 1) Sensor/Subsystems, 2) Digital Signal Processing,

3) Mission Processina, and 4) Vehicle Management Processing.

Figure 3.1-1 shows the components and the communica-

tion network for the Vehicle Management Processing Area, Digi-

tal Signal Processing Area, and the Mission Processing Area.

3.1.1 PAVE PILLAR Core Avionics

The PAVE PILLAR core avionics exploits the com-

monality in air-to-air and air-to-ground missions. The PAVE

PILLAR core avionics consists of the following functional

areas: 1) Digital Signal Processing, ?) Mission Processing,

3) Vehicle Management Processing, and 4) Avionics Systems

Control. The Digital Signal Processing, Mission Processing,

and Vehicle Management Processino areas define the enclosing
boundaries for resource sharing, sparing, and substitutions.

Unique characteristics of each of these areas preclude the

utilization of the resources across areas for the purpose of

functional recovery or reconfiguration.

3.1.1.1 Di.ital Si qnal Processin Area

The Digital Signal Processing Area provides the

resources to perform the digital signal processing for radar,

electronic warfare, image and CNI processing. Resources will

be provided to route sensor data from the sensor/subsystem to

the appropriate signal processing element. Resources will be

-3-
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provided to exchange data between signal processing elenents.

The maJor components of the Signal Processing Area are a set of

common signal processors, a sensor data distribution network, a

sensor control network, a data exchange network, and a video

data distribution system.

3.1.1.2 Mission Processing Areat

The Mission Processing Area provides the resources

to perform mission and system management such as fire control,

target acquisition, naviqation management, defense management,

stores management, TF/TA/OA functions, and crew station manage-

ment. The Mission Processinq Area controls the reconfiguration

of the Digital SigQnal Processing Area and determines the

routing of the data from the sensor/subsystem to the signal

processing elements. The Mission Processing Area collects the

hed th and status of all avionics components for maintenance

history and maintains a record of mission functional

capability. The components of the Mission Processing Area are

mission data processors, mission avionics multiplex bus, block

transfer multiplex bus, system mass memory, stores management

system, and a collection of interfaces to the mission avionics

multiplex bus.

3.1.1.3 Vehicle ManaqementSstems Area;

The Vehicle Management Systems Area provides the

resources to support the fundamental flight and airframe re-

lated control functiuns listed in Table 3.1.1.3-1. The com-

ponents of the Vehicle Management System Area are vehicle

management system data processors, control/display interfaces,

flight sensor/actuation interfaces, electrical power control

interfaces, engine control interfaces, and utility systems

interfaces.

5-°
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IARLE 3.1.1.3-1

VEHICLE MANAGEMENT SYSTEM FUNCTIONS

Flight Control

Inlet Control

Propulsion Control

Vector Thrust Control

Air Data Measurement

Aircraft Inertial Measurement

Electrical Power Control

Utility Systems

Fuel Measurement and Transfer

Fuel Inerting System

Environmental Measurement and Control

Life Support Control
C fl .5ew ta's c

Hydraulic System

Landing Gear

Auxiliary Functions (Refueling, Landing Liqhts, etc.)

6'

p•
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3.1.1.4 Avionics Systems Control

Control of the PAVE PILLAR avionics is vested in a

distributed control architecture providing for a maximum

efficiency in resource utilization, mission effectiveness, and

commonality of control software across major processing units.

Major control functions must include:

1) Initialization and system start-up/restart

2) Assignment of application software task to pro-

cessing resources (software configuration and reconfiguration

computing resources management)

3) Sequencing and synchronization of related soft-

ware tasks

4) Management of sensor and other device resources

with respect to mission objectives, mode/task management and

software parameters

5) Interpretation of response to, and integration

of, human control into the system functionality

6) Collection, maintenance, and reporting of system

hardware and software status, and operational functionality

7) Response to hardware and software failure detec-

tion to preserve mission effectiveness

8) Flight control change management and response

9) Reintegration of recovered hardware and software

functions re

-7 -,
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10) Assurance of a distributed data base

consistency and integrity, and management of access to that

shared data

11) Preservation/collection of data reouired for

continuity of system functionality across failure recovery

points

12) Management of communications access to assure

optimal use of communication resources and correct addressing

of data messages

13) Assurance of the security of classified data. I

The avionics systems control functions of the

operatipg systevm shall be partitioned into three elements:

1) The system executive which will provide the monitoring of

system state and the reconfiguration based upon mission

requirements and detected system failures; ?) the distributed

executive which will provide for decentralized system control

in each processor; 3) the kernel executive which will provide

those operating system functions which are common to all

processors. Figure 3.1.1.4-1 depicts the interrelationship of

the three elements.

3.1.2 Missions The PAVE PILLAR core avionics will

support both air-to-air and air-to-ground tactical missions.

3.1.3 Operational Concept

The PAVE PILLAR architectural concept was developed

to support aircraft operations from deployed locations with a

minimum of support. This architecture supports the resource

sharing of core data and signal processing resources and is

".1Z7
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constructed of a set of common modules that specifically

support a two-level maintenance concept. This architecture

supports high degrees of systems availability and reliability.

This is accomplished through the application of spare signal

and data processing resources at the system level so that

backup services are provided when the primary sources fail. In

addition, the architecture supports graceful degradation in

that when spare resources are exhausted remaining resources can

be assigned to the highest priority functions on a mission

basis.

3.1.4 SystetDiajrams

pro.

The PAVE PILLAR core avionics systems and their

common components are shown in Figure 3.1.4-1. A detailed

description of each of the common components is presented in

Paragraph 3.7.

3.1.5 Interface Definition

3.1.5.1 Functional Interfaces

The PAVE PTLLAR core avionics interfaces with the

sensor/subsystems, the crew station avionics, and the weapons.

Interface control documents will be developed for each sensor/

subsystem that interfaces with the PAVE PILLAR core avionics.

The preferred concept is that all System Element Level

Interfaces be implemented using Fiber Optic Technology and make

maximum use of common interface definitions.

3.1.5.? Mission Avionics Multiplex Bus

The Mission Avionics Multiplex Bus connects all the

mission data processors, vehicle management system data pro-

cessors, signal processors, sensor data distribution network,

- 10 -
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data exchange network, video data distribution network and

mission interface terminals.

3.1.5.3 Block Transfer Multiplex Bus

The Block Transfer Multiplex Bus is connected to all

the mission data processors, the system mass memory, and data

transport units. The Block Transfer Multiplex Bus shall be

used to load volatile processor memories and transfer larqe

blocks of data.

3.1.5.4 Video Data Distribution System

The Video Data Distribution System integrates the

video distribution system on two levels. The two levels are

the internal Video Data Distribution Network (VDDN) and the

external (or, st o-CS,) video dIst-'b uti,,.-- The VDDN SIhl fI.
provide the interface between the cockpit displays, the stores

management, and the signal processors. The VDDN is controlled

through the Mission Avionics Multiplex Pus. The external video

distribution shall route the video lines, defined in the

MIL-STD-1760 Stores Interface Requirements, to the stores

management system where any of the video signals may be

selected by the stores interface to be connect d to the

internal video distribution system.

3.1.5.5 Sensor Data Distribution Network

The Sensor Data Distribution Network (SDDN) shall

allow any one sensor's data to be distributed to anv one signal

processor. The SDDN is controlled throuqh the Mission Avionics

Multiplex Bus.

- 1? -
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3.1.5.6 Sensor Control Network

The Sensor Control Network shall provide the com-

munication paths from any signal processor back to the sensor

subsystem it is controlling and receiving data from. The

Sensor Control Network is part of the SDDN routing network and

is also controlled through the Mission Avionics Multiplex Bus.

3.1.5.7 Data Exchange Network

The Data Exchange Network shall provide the com-

munication paths between the system mass memory, the signal

processing areas, and COMSEC/TRANSEC controllers. The Data

Exchange Network is controlled through the Mission Avionics

Multiplex Bus.

3.1.5.8 Vehicle Manaaement Systems Multiplex Bus

The Vehicle Management Systems Multiplex Bus shall

interface the Vehicle Management Systems data processors with

flat panel display/cockpit switches and integrates the flight

propulsion and electrical subsystems.

3.1.5.9 Mechanical Interfaces

The mechanical interfaces with PAVE PILLAR core

avionics will be determined by the contractor and documented in

the mechanical interface document.

3.1.5.10 Environmental Interfaces

The PAVE PILLAR core avionics will provide the

specified performance when interfaced with an aircraft en-

vironmental control system. The environmental control for the

avionics will be determined by the contractor and documented in

the interface control documents.

- 13 -
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3.1.6 Government Furnished Equipm nt List (None)

3.2 Avionics System Characteristics

3.2.1 Performance Characteristics

3.2.1.1 Fault Tolerance

State-of-the-art techniques in both hardware and

software designs shall be used to establish a hiqh level of

system tolerance to both hardware and software failures. The

essential capabilities to be provided include the:

I) Ability to detect, correct, or compensate for

soft errors induced by transient hardware or environmental

anomalies. For example, memory bit errors, data transmission

errors, etc.

7) Ability to detect, locate and isolate non-

automatically correctable hardware and software failures so

that graceful recovery reconfiguration may take place without

loss of data or function. Where the nature of the failure ne-

cessitates recovery to a degraded mode, any data loss or func-

tional loss must be identifiable and under the control of the

system. In the maintenance mode, detection and localization of

faulty hardware to a line replaceable module must he provided.

3) Ability to recover from soft and hard failures

with minimum disruption to, or intervention of, the user and

maximum preservation of system function optimized toward the

objectives of the current mission.

4) Ability to contain faults to prevent the spread

of system or data contamination.

- 14 -
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3.2.1.1.1 Hardware Fault Tolerance

The hardware techniques that shall be applied to
providing the required detection capability and hardware N"

remedies shall include the use of redundant busing, spare and

redundant common modules, hot standby spare and dual redundant

processors, self-checking hardware circuitry and built-in test.

3.2.1.1.2 Software Fault Tolerance

Software fault tolerance shall be provided for each
processor. Software fault tolerance shall be provided through

the use of dynamic error handling techniques. These techniques
involve the use of operational software code to detect,

confine, and correct software data and timing errors during

systems operation, in order to limit the duration of a software
failure or to prevent a software error from causing a software
failure, if possible. A software failure is an event caused by

software error which results in service interruption. A

software data error is an item of information generated by
software fault which leads to a service interruption if left

uncorrected. A software timing error is a situation caused by

a software fault which prevents an item of information from
being provided within a specified time or sequence. Dynamic

error handlina techniques shall be specified as appropriate for

critical or complex logic, critically timed services, all
interfaces including software/hardware and hardware/hardware

input data, and critical data values.

S3.2.1.2 Confiquration/Reconfi uration Characteristics

3.2.1.2.1 Start-up

In high level terms, the bulk of the system level

control will be centered in the mission processors designated

as the system executive and its redundant backup. Since these

15- 15
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processors, as hardware, shall be identical to all other pro-

cessors, the determination of the specific processors to act as

system supervisors may be flexibly accomplished. Executive

software shall detect the absence of supervisors in the system

upon start-up and respond by adopting the supervisor's role.

The processors to adopt this role will be the ones that first

acquire access to the Block Transfer Multiplex Bus and, there-

by, to the System Mass Memory in the absence of supervisors.

These processors shall proceed with self tests and load the

mission management and system level executive software. This

software shall be unique to the processors that fulfill the

supervisor's role. Subsequently, as they oain access to System

Mass Memory, all other Mission Data Processors shall execute

self tests and shall be loaded to establish an initial mission

software configuration in accordance with the functionality

dictated by the mission plan and data base resident in System

Mass Memory. The s•stem supervisor shall verify that the

required status is reached by the full complement of mission

processors and report positively to the crew upon successful

completion of this stage. In the event that the required
status is not reached within a reasonably defined time period,

a fault condition shall he reported. If automatic recovery

from the deficient system condition is appropriatý!, the

supervisor shall initiate recovery procedures. Once the Mis-

sion Data Processing configuration is established, the

supervisor shall begin gathering !tatus data on all system ele-

ments accessible on the Mission Avionics Multiplex Bus. As

establishing communications reveals that these elements have

become operational (as a consequence of their start-up pro-

cedure), updated status displays will he generated and trans-

mitted to the cockpit. The operational availability and status

of each PAVE PILLAR element or interface subsystem shall be

compared against the mission resource requirement. If full

mission capability is reached, this fact shall be reported.

Until that occurs, a report that mission resources are lackinq

will be made available to the crew.

- 16 -
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3.?.1.2.1.1 Vehicle ManaSystem ea Start-u7

In a completely autonomous cycle, the Vehicle

Management Systems Area, under the control of the mission

independent Read Only Memory (ROM) software, shall establish

itself carrying out self test upon start-up and verifying all

VMS bus devices and interfaces. Status reporting by the VMS

processor shall be made independently to the cockpit and to the

Mission Processing Area. Upon VMS processor request, any

system data required for integrated systems operation and

communication shall be provided to the VMS processor by the

responsible Mission Data Processor(s). The VMS shall be

capable, however, of entirely autonomous operation and shall

exercise complete control over VMS to Mission Processing Area

communications as well as over its own interfaces to the cock-

pit subsystem. No software load shall be required since the

necessary software exists in Read Only Memory.

3.2.1.2.1.2 Dliital Signal Processor Area Start-up

The control processors within the signal processors

shall be responsible for control of signal processor testing

and internal module operational status gathering which it shall

report to the system supervisor. When the supervisor has

U• ,i,,,,, all o,, Up ral tionUal stua us fo r , U, ll sig l pJIUe -401.,, , , p o s r ,,

shall make, based upon mission requirements, an assignment of

signal processor to sensor/subsystem signal sources. The

supervisor shall send appropriate control data to the sensor

signal switching network controller to set up the determined

cor•!iguration and the signal processor shall be instructed as

to their required software loads which they shall proceed to

accquive from System Mass Memory. Once loaded, each signal

processor shall establish and test communications with its as-

signed sensor subsystem on both control and data communications

networks. The status of these operations shall be reported to

the system supervisor by each signal processor as data for the

- 17
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supervisor's evaluation of mission readiness and/or recovery

initiation. Appropriate protocol and time-out thresholds to

allow detection by the supervisor of failures in the signal

processing area during these activities shall he established.

3.2.1.2.? Normal Operations

Any operational state that is stable (that is, fault

processing, recovery processing, or mode change-over processing

are not active) shall be termed "normal operations." Thus,

normal operations may include degraded but stabilized modes of

operation. During normal operations, the role of the system

supervisor diminishes to monitoring a software/hardware con-

figuration and status of Mission Data Processor tasks and Mis-

sion Avionics Multiplex Bus devices with respect to mission

requirements (for example, to detect an event or time requiring

flight mode changes) and to performing the processing of crew

control and information requests in order to insure their

validity and consistency with the current system mission, con-

figuration and status. Mission authorized manual control/

override of automated avionics functions shall be made possible

at all times. The responsibility for any confiquration or

reparameterization required to support manual operation rests

with the system supervisor. The sequencing and synchronization

of majur steps in carrying out a mission, for example mission

mode changes, sensor systems initialization, parameteri7ation,

etc. shall be initiated and directed by thr supervisor. The

remaining mission processors, once task definition loads and

parameters have been established in response to system

supervisor's directives and/or mission data base content, shall

carry out the on-going control functions of task sequencina and

synchroni7ation through task-to-task communication services and

interprocessor communication services.

- 18 -
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3.2.1.2.3 Mission and Sianal Data Processing Failures

Notification of a processor or interprocessor com-

munications hardware fault will first be made to the executive

function in the processor. The complete failure of a processor

or device on the Mission Avionics Multiplex Bus shall be

detected by 6t least the system supervisor through the data bus

protocol, revealing the lack of anticipated transmission. This

detection is initially handled at the executive level in that

portion of the executive responsible for communications access. .1 -

In the case of a complete processor failure, the

system supervisor shall initiate or allow the system to ini-

tiata in distributed implementations recovery by that procedure

which, either by preset design, or by an algorithmic determina-

tion, is optimal for the preservation of mission functions andu~ ~ ~ ... t 1zat-1or ' eore oad'h goal, of mnaintaini ng the -. _-

maximum probability of mission success.

The required recovery action shall consist of hard-

ware reconfiguration, software reconfiguration or a combination

of the two. Upon loss of a complete processor device or com-

munications bus, the System Executive shall determine where

there is available redundant or standby hardware to simply take

over the failed element's function. If so, the hardware

reconfiguration shall take place at the executive level with ' 7

the appropriate notificationsto the high level functions in

all processors. In the event such a simple solution is not

possible, the system supervisor determines the required

hardware/software reconfiguration needed and initiates

communications to accomplish the task. In this way, changps in

mode, degradation considerations, crew notification and

responses, and a complete knowledge of mission requirements and

objectives may be combined to best determine a solution to the

problem presented by the failure. To the fullest extent safely

possible, the solution to the reconfiguration problem shall be

- 19-
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carried out automatically by the system. Notification of the

reduced capability implications on mission objectives and

aircraft safety shall be made available to the crew.

When a Signal or Mission Data Processor fault is

detected local to the processor which may be fully recovered

within the processor, control and responsibility for recovery

and reporting to the system supervisor of the required state .•' -

change shall rest with the Distributed Executive and applica-

tions function and, with the exception of notification, shall

be transparent to the remainder of the system. A fault that is

determined to simply reduce, but not eliminate, the capability

of the processor shall be reported to the supervisor where

reconfiguration determination shall then reside.

In those cases where reconfiguration of software is

undertaken in Mission Data and Signal Processors, those pro-

cessors acquiring an altered complement of functions shall ,

upon instruction as to the new requirements, initiate appropri-.

ate total and partial software loads from System Mass Memory.

The system supervisor must verify the new configuration upon

completion of the reconfiguration and synchronization and the

re-establishment of interrupted mission and sensor data pro-

cessing. Wherever possible, functions not involved in the

rernnfin i at.i(n ch~ll cIrnn e inn, i t r p viin +.a

3.2.1.2.4 Vehicle Management S•,stem Data Processor Failure

Flight essential reliability requirementn for the

VMS stem from the critical nature of the majority of functions

provided there such as flight controls actuation, propulsion

control, electrical distribution control, etc. The response to

failure of a VMS data processor must therefore be swift and

certain resulting in an absolute minimum, if any, disruption of

service. The potentially disastrous results of erroneous

control commands also require that integrated hardware and
A.

- 20 -



SPA 90099001 A
16 January 1987

software measures be taken to insure against software and

temporary error conditions.

Detection of either hard or soft failures in a pro-

cessor shall result in immediate switchover to a pooled spare

VMS data processor. The responsibility for this response shall

be vested .'n the executive software. The number of levels of

redundancy shall be determined to meet the flight essential

reliability requirements. In cases, if any, where changes in

function served by VMS data processor are dictated by failure

condition, this shall be accomplished by activation of

non-volatile software routines, the entire software set being

resident in each Non-Volatile 1750A Processor Module. To guard

against loss of control in the VMS, the control mechanization

shall be highly distributed. If the computing resources

remaining after one or more failures are sufficient, if

utilized properly, to provide the critical control functions,

the VMS shall not fail as a result of the loss of software

system control.

Failure of devices, device interfaces or buses shall

he detected and initially processed by the executive.

Necessary notification to application software for failure

conditions shall be initiated as a result of executive

processing.

3.2.1.2.5 Sensor Systems Failures

Control of the sensor/subsystems both in terms of

communications and in terms of control command generation shall

reside in the control processor of the responsible signal

processor. All systems originated sensor control command shall

be submitted to the appropriate signal processor's control

processor for passage to the sensor. Within the signal

processor, sequencing of commands for optimi7ation, resolution

of conflicting commands, etc. shall be carried out and

- 21 -
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appropriate notification sent to the relevant processor.

Sensor failures shall be detected by the Signal Processor

Executive. In the event failure recovery is not possible, the

Signal Processor fault handling software shall notify the

system supervisor of the fault details and shall notify all

processors expecting data from the signal processor that the

sensor is unavailable. Appropriate responses to the sensor

loss shall be taken by application software in the notified

processors. The determination of system level response to

sensor loss in the overall control/direction of the response

shall be carried out by the system executive.

If a sensor system ,,as recovery capability (for

example, switchover to a backup sensor, that may cause tempo-

rary disruption), established protocol within the affected

signal processor shall cause the signal processor to become

aware of the condition. The signal processor application

software, upon being notified, shall carry out any required

notification of the dependent processing modules and notify the

system executive of the disruption. Otherwise, the response to

this level of sensor fault shall reside in the signal

processor.

3.2.1.2.6 System Mass Memory Failures

Limited loss of memory capability without loss of

reloading capability shall be tolerated by the system but shall

be transparent to all users of memory access mechanizations.

Upon failure of the active '*ystem Mass Memory, the system shall

automatically, with trawsparency to the remainder of system,

redirect all memory accesses to the duplicate System Mass

Memory. Status indication shall inform the system supervisor

of the change of state.

3.2.? Physical Characteristics

S?2
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3.?.2.1 Functional Partitionincq

The PAVE PILLAR core avionics shall be functionally ,.

partitioned into plug-in line replaceable modules. The line

replaceable modules may be installed in line replaceable N-

assemblies and/or integrated rack:.

3.2.2.2 Size

The PAVE PILLAR common line replaceable module shall

be mechanically compatible with three-quarter ATR size. (See

Appendix A - General Specification for 3/4 ATR Module.)

3.2.3 Reliability

The PAVE PILLAR avionics system shall be designed to

support a mean time between critical failure of 70 hours. Mean

time between critical failure is the average operating time

betweeA critical failure. A critical failure is a failure of

an essential subsystem and includes exceeding its specified

allowable degradation of essential subsystem functions.

3.2.4 Maintainability

3.2.4.1 Mean Time to Repair Critical Functions (F1TTRCF)

PAVE PILLAR system shall have a mean time to repair

critical functions of 1.25 hours. The mean time to repair a

critical function includes 1) turn on and stabilization, 2)

fault verification, 3) on-equipment troubleshooting time, 4)

repair, 5) functional checkout, 6) turn off and secure.

3.?,4,2 On-Equipment Troubleshooting Time

The goal for on-equipment troubleshooting time is 10

minutes or less. On-equipment troubleshooting time is the ,1

23 -"r
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average time required to isolate malfunctions using BIT support

equipment and/or tech orders to the lowest level indenture
A

where corrective maintenance can be performed. ?-z

3.2.4.3 Percent Fault Detection

The goal for the PAVE PILLAR system is 99% fault

detection. The percent fault detection is determined by the

following computation. The number of verified failures de-

tected by BIT divided by the total number of verified failures

detected by all other methods. A verified failure is a condi-

tion where 1) equipment performance, including bit performance,

is less than that required by specifications, and ?) corrective

action is required to restore equipment performance. The fault

detection percentage applies to all possible faults as weighted

by the relative rates. This format assumes that a requirement

already exists for 100% diagnostic capability.

3.2.4.4 Percent Fault Isolation

The aoal for the PAVE PILLAR avionics is 98% fault

isolation. Percent fault isolation is computed by the follow-
ing method. The number of malfunctions properly isolated by

bit divided by the number of verified failures detected by bit.

Proper isolation is defined as unambiguous identification of a

single unit that is of the lowest level of assembly that is

defined for removal from the end item.

3.2.5 Availability

3.2.5.1 Sortie Rate

The goal for sortie rate per day is 4.5 or qreater.

- 24 -



SPA 90099001 A
16 January 1987

3.2.5.2 Abort Rate

The goal for abort rate shall be 1% or less.

3.2.5.3 Combat Turnaround Time

The PAVE PILLAR design will impose no system re-

quirements which would preclude a combat turnaround time of 15

minutes. Combat turnaround time is defined as the elapsed time
required to inspect, clean, service fuel, oil, hydraulics, and' , - , z_

other consummables, re-arm, load, and prepare to relaunch an
aircraft returning in a mission capable status. This time may

also include a re-key or update to the COMSEC/TRANSEC systems.

Time begins when the aircraft stops taxiing and ends when the
aircraft begins taxiing toward the runway for a subsequent

sortie.

3.2.5.4 Total Non-Mission Capable for Maintenance of
Avioics.;

The total non-mission capable for maintenance of

avionics shall not exceed 1.2%. Total non-mission capable for

maintenance of avionics is the cumulative percentage (based on

24 hnur clnrk) of airrraff that arp nnn-missinn rcnanle hbrciu-

of avionics maintenance. .

3f
3.2.5.5 Total Non-Mission Capable for Supply of Avionics

Total non-mission capable for supply of avionics ••

shall not exceed 0.2%. Total non-mission capable for supply of

avionics is the cumulative percentage based on the 24 hour
clock of aircraft that are non-mission capable because they %

need avionics parts.

N
3.2.6 Effectiveness Models (Not Applicable)

.4 %
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3.2.7 Environmental Conditions (Not Applicablel

3.2.8 Nuclear Control (Not Applicable)

3.2.9 Transportability (Not Applicable)

3.3 Design and Construction

3.3.1 Material, Parts and Processes

The PAVE PILLAR Avionics shall be designed to take

maximum advantage of VHSIC and fiber optic technology..

3.3.2 Electromaqnetic Compatibility (Not Applicable)

3.3.3 Nameplate and Product Marking (Not Applicable-

3.3.4 Workmanshi 2 (Not Applicable)

3.3.5 Interchan-eabilit,

The Common Modules which make up the PAVE PILLAR

Avionics (see Section 6.1) will be interchangeable within type ',

classes, i.e., VHSIC 1750A Processors, Avionics Bus Interface,

3.3.6 Safety (Not Applicable)

3.3.7 Human Enqineerinq

All man-machine interactions shall be desiqned so as

to provide maximum off-loading of tasks which cart be accom-

plished by a computer system and to place minimum interpretive

demands on the crew. The crew should be presented with clear,

concise, easily interpreted display data, prompts, selection
ranges, etc. and a minimum of human intervention in mission

- ?6 -
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control functions should be re(iuired. NeItertheless, mission..

authorized manual control/override o'f autonmatecd avionic s

functions shall be made possible at all tirmes ; the responsibi 1-

ity for any reconfiguration or reparameterization requi'red to

support manual operations rests w'ith the Mission Supervi'sor.

3.3.8 corm~utr _ De in

3.3.8.1 Hither 1Order Ti.rie Su ', .S.yStem

The Operational Flight Program (OFP) will be de-

veloped in accordance with the requirements of the Ada (ANSI/

MIL-STD-1815A) programming language, unlesS,, otherwise approved

by the Government.

3.3.8.2 Software nevelopment Svste Y/f&.,si.n.Aijj ds

Softwdre development for operat jonal fi 'igt programs,

will be accompl ished using an integrated Ada Prograrming Sup-

port Environment (APSE) which supports a standard set of pry,

gramming tools (editor, compiler,, linker, loader-, debu~ger) in

addition to an Ada based program design language (POL) for use

in the design stage of the software development. The software

development system will support the MI[.-S'(D-1750A data

processor instruction set as a target machine.

3,3.8.3 Standard Interfaces Requirement

All PAVE PILLAR application software will observe

rigid interfaces between tasks. Interfaces between functions

will also observe inter-task interface restrictions, and will

utilize such interfaces only as are consistent with functional

isolation between functions. The trade-off between functional

isolation and the need for integration functions to satisfy

PAVE PILLAR reliabiility requirements is simplified by the

application of rigidly enforced interface definitions.

? 27-
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Four general classes of interface will exist:

interfaces between one executional level and another, as

typified by a subroutine call, which exist within a task;

interfaces between two tasks which constitute some portion of a

major function; interfaces between two functions; and

interfaces between software executing in two or more

processors. The last class of interfaces can coe ist with any

of the other three, and will typically coexi t with

inter-function interfaces. These classes are illustrated in

Figure 3.3.8.3-1.

The least restricted class of interfaces is the

class of inter-module interfaces. These interfaces must not

transcend task boundaries, or they become inter-task inter-

faces. The general rule for inter-module interfaces are

defined by the programming language, or by convention for

assembly language modules. The application software will be

written in accordance with well defined inter-module inter-

faces, which will be specified to enhance modularity by maximum

suitable use of parametric and table-driven techniques.

Inter-task interfaces are more restrictive than

inter-module interfaces. In this context, the tasks are part

of the same function, since an interface between tasks of twno

different functions are inter-function interfaces. Inter-task

interfaces are not permitted to be dirertlv executed; but ,

instead require executable intervention. Consequently, this

class of interfaces is restricted to the use of logical events

and data base accesses. The exception to this is the interface

with the Kernel Executive, which for this purpose is considered

to be a part of every task. Thus, a task can call the

executive using inter-module techniques, and the executive can

perform the requested operation on another task, also using

inter-module techniques since the executive is a part of both

tasks. A task thus affects the operation of another task by a

logical operation. The interfaces between the tasks and the

28F
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executive are, therefore, required to be well defined, rigidly

applied, and standardized for all tasks. These interfaces are o

further discussed in Section 6.3.

The class of inter-function interfaces is more re-

strictive than inter-task interfaces. The interfaces represent

a trade-off between the need for functional integration. Func-

tional isolation, at the ideal, demands a total separation of .

functions. The ideal for integration demands use the maximum

amount of iriterchannge between functions to permit liberal

transfer of information. The use of data base information as

the transfer vehicle does not seriously denigrate isolation ,

while qyeatlv enhancing integration from the fully isolated

condition. Likewise, logical effects can be useful as long as 'U

the vehicle for transfer of the effect is structured to provide r

the maximum amount of isolation. Direct interface defeats

isolation entirely. It, therefore, appears that the

inter-function/irter-task classes should be minimized for the

former and freely permitted for the latter. ,

Inter-processor interfaces can occur, for any other ,.

class of interface. It is highly inefficient f(,r an inter-

module Interface to be implemented between processors due to

the overhead associated with coordinating control and data base

transier between processors, This will, therefore, rot be

permitted for application software. As discussed earlier, to

permit inter-function interfaces is functionally to provide the

capability for inter-task interfaces. Inter-function interface

capability is required in an inter-processor environment. It

is recommended that inter-function/inter-processor interfaces.;

be restricted by convention to minimize the amount of data

necessary to be transferred in support of the -interface. The.

capability will be provided, with the limitation being

cenventionai and subject to pe ,miissable partitioning details.

All inter-processor interfaces will be effected by intervention
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of both the Kernel and Distributed Executives of the respective

processors.

3.4 Documentation

Elements which require additional documentation in-

clude as a minimum the 1750 Processor, Common Signal Processor,

High Speed Data Bus, Switch Assemblies, and other ma.ior archi-

tecture elements.

3.5 Logistics

The Avionics System shall be desiqned with a primary

Qoal of minimizing the costs of operation and maintenance and

to enhance the accomplishment of required maintenance.

3.5.1 Maintenance Environment

The Avionics System will be designed to support

deployment to sites with damaged, limited or non-existent

support facilities.

3.5.1.1 Maintenance Concep_

The PAVE PILLAR Maintenance Concept is based upon

two levels of maintenance: On-Equipment (aircraft) and Off-

Equipment (depot).

3.5.1.1.1 Organizational Level Maintenance Reu irements

A. Maintenance shall consist of repair by replacement of

faulty/failed items.

1) On-equipment repairs shall be performed on miscel-

laneous wiring, cabling, and connectors.

-4
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B. Packaging and modularization of system items shall be de-

signed to ensure that maintenance personnel are able to

remove and return faulty/failed items to depot repair

facilities.

C. The primary fault detection and isolation (FDI) functions

for corrective maintenance and system readiness tests

shall be provided by a combination of on-board diagnostics

and built-in-test (BIT).

1) Provisions for manual testing with in-place common
test equipment shall be provided when required.

2) On-board diagnostics and BIT shall include automated

maintenance aids to direct maintenance personnel to

faulty/failed items with clear, concise statements

describing the item, the type of fault or failure,

and sequence of events in time, and the location of

the item with text and graphic line drawings when

required.

3) On-board diagnostics and BIT results shall be re-

corded in a non-volatile medium for recall capabil-

ity inflight or postflight and transfer capability

to ground maintenance facilities.

D. No peculiar support equipment shall be required to com-

plete organization level maintenance.

E. No preventive (scheduled) maintenance shall be required

except system readiness tests.

3.5.1.1.? Depot Level Maintenance ReQuirements

A. Depot level maintenance facilities shall be responsible

for the following actions:

- 32 -
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1) Repair the items forwarded from oroanizational

facilities and return them to the supply system.

2) Condemn the item and notify supply of the

disposition.

3.5.? Supply_ Support

Supply Support will be tailored to Military Supply

and Transportation Evaluation Procedures (MILSTEP). The

Organizational Maintenance Unit will be authorized Spare Parts

based upon the two level maintenance concept. Supply levels

will be authorized based upon usage factors and pipeline times

plus a safety level. A supply of Line Replaceable Modules will

be authorized.

3.5.3 rAcilities (Not Applicable)

3.5.4 Cost

The PAVE PILLAR concept requires an overall lower

life cycle cost with respect to current avionics suites. The

reouired characteristics include:

U Use ofU u vel-)Iig tet ChIol o U- Iyy a ppIIL•0Liu•I , UF

i.e., VIHSIC.

o Standardization of date processors (MIL-STP.-

1750A), Multiplex Pus Communications (MIL.-STO-1553B and Hiqh

Speed Data Rus), and operating system and application software
(MIL-STD-1815A).

o Modularization and replication of modules

across functions, as well as to achieve redundancy within a

function. Modularization is carried to the lowest possible

- 33 -
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level to facilitate remove and replace maintenance in a two-

level maintenance concept.

o High reliability specifications for critical

system components.

r
o Fault detection and isolation through on-board

diagnostics and built-in-test (BIT).

o Face of Pre-Planned Product Improvement (P31).

3.6 Personnel and Traininq (Not Applicable) .

3.7 Functional Area Characteristics

The PAVE PILLAR core avionics is partitioned into

four functional groups:

(I) Digital Signal Processing

(2) Mission Processing

(3) Vehicle Management System

(4) Avionics System Control.

To gain maximum commonality across functional areas r.
and to minimize the number of interface module types. all

system busses as a class and all system data distribution

networks as a class should be of a common functional type. All

communication paths between system elements should employ fiber F.

optic media.
A.-

The common components and their internal interfaces _

are described in the following subsections: Data Processors,

System Mass Memory, Mission Avionics Bus, Block Transfer Bus,

Vehicle Management System Bus, Signal Processor, Sensor Data

Distribution Network, Video Data Distribution Network, System

34 V
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Executive, Kernel Executive and Distributed Executive. See

Section 6.1 for a description of individual modules.

3.7.1 Data Processors

The Data Processors perform the general purpose

computational processing that does not require unique I/O

interfaces, dedicated hardware functions or excessive throuqh-

put rate. Each processor will conform to the MIL-STD-1750A

Instruction Set Architecture (ISA). Each data processor will

contain one or more V1750A processor modules on the Common

Backplane Communication Bus.

3.7.1.1 Data Processor Diagrams

The Data Processsor for the Mission Processing Arpa

and Vehicle Management Area are shown in Figs. 3.7.1-1 and

3.7.1-2.

3.7.1.2 0 p atr n• _S ste

Each Data Processor's Operating System will be

comprised of a Distributed Executive and a Kernel Executive.

3.7.1.3 Inter-Module Communications

The interface between modules shall be provided hy

the integrated rack. The integrated rack shall provide a com-

mon backplane which shall i;iterconnect the modules.

3.7.1.3.1 Inter-Module Communications Bus (PI-Rus) .4
The PI-Bus shall be the primary general purpose

parallel backplane bus which interconnects sets of modules

performing a common function (i.e., Data Processor). The

PI-Bus Pave Pillar implementation shall be 16 data bits with

- 35 -
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error detection. (See Appendix B - VHSIC Phase 2

Tnterojerabi 1 ity Standards, PI-Bus Syecification) The PI-Bus u

shall support the transfer of 12.5 million words per second.

Two PI-Buses shall be employed for redundancy in case of

primary bus failure.

3.7.1,3.? Test and Maintenance Bus (TM-Bus)

The Test and Maintenance Bus shall be a serial

4-signal backplane bus which interconnects sets of modules

performing a common function (See Appendix C - VHSIC Phase 2

Tnteroperability Standards TM-Bus Specification). The primary

purpose of the TM-Bus is to provide a common means for

performing test and maintenance of modules at the circuit level

at the depot or factory. It is also intended to be used to

support on-equipment maintenance to detect and isolate faults

to a module. The TM-Bus may be used operationally to perform

fault detection and isolation on those modules designed to use

the TM-Bus in that manner. It shall allow the module

designated as a maintenance controller (the VHSIC 1750A CPU

module shall have maintenance controller capability) to

initiate/command self test functions on all of the modules, as

well as support the collection of self test status information
-e 4161 s a us a a-"a e externial 'o ' e -ufitcui' a-

CAV ~N~ Lip L ~L LU t vgI GU1 AL (~ I LU L11~I TL~L~I (1Id d

3.7.? System Mass Memory

The System Mass Memory shall be non-volatile and _..

have both read/write capabilities. The System Mass Memory

shall be able to act as a logical file oriented device with an

intelligent controller interface as well as a random access

storage device.

- 37
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3.7.2.1 System Mass MemorylaD

The System Mass Memory Diagram is shown in Figure

3.7.2,1-1.

3.7.2.2 Inter-Module Communications

The interface between modules shall be provided by

the integrated rack. The integrated rack shall provide a

common back plane which shall intercornect the modules.

3.7.2.2.1 Inter-Module Communications Bus (PI-Bus)

The PI-Bus shall be the primary general purpose

parallel backplane bus which interconnects sets of modules

performing a common function (i.e., Data Processor). The

PT-Bus Pave Pillar implementation shall be 16 data bits with

error detection. (See Appendix B - VHSIC Phase 2

Interoperability Standards, PI- Bus Specification.) The P1-Rus

shall support the transfer of 12.5 million words per second.

Two PI-Buses shall be employed for redundancy in case of

primary bus failures.

3.7.2.2.2 Test and Maintenance Bus (TM-.Pus)

The Test and Maintenance Bus shall be a serial

4-signal backplane bus which interconnects sets of modules

performing a common function (See Appendix C - VHSIC Phase ?
Intero:perab i ty Standards TM-B us Spec ification), The primary

purpose of the TM-Bus is to provide a common means for

performing test and maintenance of modules at the circuit level

at the depot or factory. It is also intended to he used to

support on-equipment maintenance to detect and isolate faults

to a module. The TM-Bus may be used operationally to perform

fault detection and isolation on those modules designed to use
the TM-Bus in that manner. It shall allow the module

- 38 -
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designated as a maintenance controller (the VHSIC 1750A CPU

module shall have maintenance controller capability) to

initiate/command self test functions on all of the modules, as

well as support the collection of self test status information

and make that status available external to the functional area,

3.7.3 Universal Remote Terminals

The Universal Remote Terminals shall pro vide: (1)

interfaces to non-core devices such as data recorders, data

transport units and helmet voice/sight units, (2) a method of

interfacing standard test equipment to the on-board computer

systems using IEEE 488 standard test equipment buses, and (3) a

MIL-STD-1553B interface capability.

3.7.3.1 System Diararm

A typical Universal Remote terminal is shown in

Figure 3.7.3-1.

3.7.3.2 Inter-Module Communications

The interface between modules shall be provided by

the integrated rack. The integrated rack shall provide a com-

mon back plane which shall interconnect the modules.

3.7o3.2.1 Inter-Module Communications Pus (PI-Rus)_

The PI-Bus shall be the primary general purpose

parallel backplane bus which interconnects sets of modules

performing a common function (i.e., Plata Processor). The

PI-Bus Pave Pillar implementation shall be 16 data bits with

error detection. (See Appendix B - VHSIC Phase ?

Interoperabilit Standards, P1-Bus Specification.n The P1-PRus

shall support the transfer of 12.5 million words per second.

-,, 40.
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Two PI-Buses shall be employed for, redundancy in case of

primary bus failure.

3.7.3.2.2 Test and Maintenance Bus (TM-Bus)

The Test and Maintenance Bus shall be a serial

4-signal backplane bus which interconnects sets of modules

performing a common function (See Appendix C -, VHSIC Phase

Interopeh ia i ityStandards TM-Bus Specification. The primary

purpose of the TM-Rus is to provide a common means for

performing test and maintenance of modules at the curcuit level

at the depot or factory. It is also intended to be used to

support on-equipment maintenance to detect and isolate faults

to a module. The TM-Bus may be used operationally to perform

fault detection and isolation on those modules designed to use

the TM-Bus in that manner. It shall allow the module 1

designated as a maintenance controller (the VHSIC 1750A CPIN

module shall have maintenance controller capability) to

initiate/command self test functions or all of the modules, as

well as support the collection of self test status information

and make that status available external to the functional area.

3.7.4 Mission Avionics MultiElex uss

The Mission Avionics Multiplex Bus shall consist of

two independent/redundant buses. Each bus will have a minimum

effective data transmission rate of 20 MBPS.

3.7.4.1 Top '12.

The Mission Avionics Multiplex Bus shall use a

logical multidrop linear bus structure. The implementation

shall be capable of supporting 64 physically separate remrote

terminals.

- 42 -



SPA 90099001 A

16 January 1987

3.7.4.2 Protocol

The Mission Avionics Multiplex Bus shall provide the

following protocol:

- Physical (Terminal) and logical (content)

Addressing Modes

- Synchronous and Asynchronous Messaqes

- Bounded latencies

- Lost message determination

- Terminal Insertion and removal

- System Initialization

(See Appendix D - High_ p.Seed Data us System Specification).

3.7.4.3 Control

The Mission Avionics Multiplex Pus shall implement a

distributed control mechanism. The control mechanism shall I

support asynchronous and priority messages. The control

mechanism shall be deterministic.

3.7 .4.4 Interface Characteristic

Each unit connected to the Mission Avionics Multi-

plex Bus shall provide an Avionics Pus Interface Module.

3.7.4.5 Physical Charactreristics

The preferred media for the Mission Avionics

Multiplex 8us shall be fiber optics with a passive,

transmissive star coupler.

3.7.4.6 Fault Recovery

All fault recovery such as lost tokens, terminal

drop out, lost media, lost message, etc., shall recover within

~* ~,~ .d A -T ,4 --
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20 milliseconds. Faults requiring more recovery time shall be

deemed not recoverable.

3.7.4.7 Nuclear Hardness

The VHSIC Phase I nuclear hardness requirements

should be used.

3.7.5 Block Transfer Bus

The Block Transfer Pus shall consist of two inde-

pendent/redundant buses. Each bus will have a minimum

effective data transmission rate of 20 MRPS.

3.7.5.1 Top

The Block Transfer Bus shall use a logical multidrop

linear bus structure. The implementation shai1 be capable of

supporting 64 physically separate remote terminals.

3.7.5.2 Protocol

The Block Transfer Pus shall provide the following

protocol:

- Physical (Terminal) and logical (content)

Addressing Modes

- Synchronous and Asynchronous Messages

- Bounded latencies

- Lost message determination

- Terminal Insertion and removal

-System initialization

(See Appendix D - H _hSpeed Data Bus System Spec ification).

- 44 -
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3.7.5.3 Control

The Block Transfer Bus shall implement a distributed

control mechanism. The control mechanism shall support

asynchronous and priority messages. The control mechanism

shall be deterministic.

3.7.5.4 Interface Characteristics

Each unit connected to the Block Transfer Bus shall

provide an Avionics Bus Interface Module.

3.7.5.5 Physical Characteristics

The preferred media for the Block Transfer Bus shall

be fiber optic with a passive, transmissive star coupler.

3.7.5.6 Fault Recovery

All fault recovery such as lost tokens, terminal

drop out, lost media, lost message, etc., shall recover within

20 milliseconds. Faults requiring more recovery time shall be.

deemed not recoverable.

3.7.5.7 Nuclear Hardness

The VHSIC Phase I nuclear hardness requirements

should be used.

3.7.6 Vehicle Mana~ement System Multiplex Bus

The Vehicle Management System Multiplex Bus shall

support four independent buses. Each bus will have a minimum

effective data transmission rate of 20 MBPS.

- 45 -
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3.7.6.1 Top°°ol_

The Vehicle Management System Multiplex Bus shall

use a logical multidrop linear bus structure. The

implementation shall be capable of supportinq 64 physical

separate remote terminals.

3.7.6.2 Protocol

The Vehicle Management System Multiplex Bus shall

provide the following protocol:

- Physical (Terminal) and logical (content)

Addressing Modes

- Synchronous and Asynchronous Messages

Bounded latencies

- Lost message determination

- Terminal Insertion and removal

- System Initialization

Appendix D - High Speed Data Bus Protocol describes the bus

protocol.

3.7.6.3 Control

The Vehicle Management System Multiplex Bus shall

implement a distributed Control Mechanism. The Control

Mechanism shall support asynchronous and priority messages.

The control mechanism shall be deterministic.

3.7.6.4 Interface Characteristics

Each unit connected to the Vehicle Management

Multiplex Bus shall provide two Avionic Bus Interface Modules.

- 46 -
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3.7.6.5 Physical Characteristics

The preferred media for the Vehicle Management

System Multiple Bus shall be fiber optic transmission media

with a passive, transmissive star coupler.

3.7.6.6 Fault RecoveryvS

All fault recovery such as lost tokens, terminal
drop out, lost media, lost message, etc. shall recover within
20 milliseconds. Faults requiring more recovery time shall be

deemed not recoverable.

3.7.6.7 Nuclear Hardness

The VHSIC Phase I nuclear hardness requirements

should be used.

3.7.7 Common Sional Processor (CSP)

The Common Signal Processor consists of modular
resources that perform the signal processing function for
Padar, EW, Image and CNI Processing. Table 3.7.7-1 lists

typical signal processing algorithms the CSP shall be capable

of implementing in real time.

3.7.7.1 Common Siqnal Processor Diaaram

The Common Signal Processor is shown in Figure

3.7.7.1-1.

3.7.7.2 Inter-Module Communications

The interface between modules shall be provided by

the integrated rack. The integrated rack shall provide a com-
mon back plane which shall integrate the modules.
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TARLE 3.7.7-1

TYPICAL SIGNAL PROCESSING FUNCTInNS

RADAR EW

FFT, FFT-1 Table Lookup

Coordinate Transformation Polynomial Evaluation

Complex Multiply Chinese Remainder

Complex Aid Associative Memory

Floating-Point Multiply/Add Hashing

Lookup Multiply Decision Trees

Normalize Divide Window Compares

Averaging Multiparameter Correlation

Thresholding Statistical Filter (e.q., Kalman)

Vector/Matrix Operations Dynamic Memory Assignment

Matrix Transpose Demodulation Algorithms

Chinese Remainder Statistics (Mean, Standard

Looaritnm Deviation)

Canceller

Compare JMAGF PRnCESSING

Max/Mini

Accumulate Adaptive Lattice Filter

Trig Functions (Weighting) Discrete Convolution

Sliding Window Recursive Filtering 'W
ovouto Dic r e te C osi4n e T r a n s fonrim

FIR Filter Walsh-Hadamard Transform V.

IIR Filter Haar Transform

Gain and Bias Correction

Direct Correlation

X.-Form Correlation

Gradient Operator

Kirsch Edge Filter
Sobel Fdge Filter

Cubic Convolution Resamplinrg

Histoqram Modification
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3.7.7.2.1 Inter-Module Communications Pus (PI-Bus)

The PI-Bus shall be the primary general purpose

parallel backplane bus which interconnects sets of modules

performing a common function (i.e., Data Processor). The

Pl-Bus Pave Pillar implementation shall be 16 data bits with

error detection. (See Appendix B - VHSTC Phase 2

Interoperabi lity Standards, PT-Ru s Speci fication.) The PI-Bus ,

shall support the transfer of 12.5 million words per second.

Two PI-Bus,.s shall be employed for redundancy in case of

primary bus failure. ,

3.7.7.2.2 Data Flow Network
----

The internal Data Flow Network provides hich speed

data transmission paths between modules performing a common

fnunction (i.e., signal proces-ssIn). The DdLd Flow Ne4twork

shall be a network switching concept which supports

simultaneous interconnections of any independent pair, of

sources and destinations of data connected to the network. .

Control of the network is decentralized: the initiating module -r "

determines the path through the network and the target module

for the transmission. The network is optimized for block

transfers; it may be implemented with a variety of path widths,

including 16-bit and 32-bit data paths. The baseline word width

is 32 bits. The transfer rate goal is 25 million words per

second. The networks may be implemented with a variety of

numbers of ports; the maximum number shall be at least 24

ports, supporting up to 12 parallel transmissions, Any port

may be connected to any other port.

3.7.7.2.3 Test and Maintenance Bus (TM-tmus)

The Test and Maintenance Bus shall be a serial

4-signal backplane bus which interconnects sets of modules

performing a common function (See Appendix C - VHS]C Phase -

50 -, ,..
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InteroperabilitX Standards TM-Bus Specification. The primary

purpose of the TM-Bus is to provide a common means for

performing test and maintenance of modules at the circuit level

at the depot or factory. It is also intended to be used to

support on-equipment maintenance to detect and isolate faults

to a module. The TM-Bus may be used operationally to perform

fault detection and isolation on those modules designed to use

the TM-Bus in that manner. it shall allow the module

designated as a maintenance controller (the VHSIC 1750A CPU

module shall have maintenance controller capability) to

initiate/command self test functions on all of the modules, as

well as support the collection of self test status information

and make that status available external to the functional area.

3.7.8 Sensor Data Distribution Network

The Sensor Data Distribution Network provides the

SigýInal Processor with conditioned sensor/preprocessor input.

The SODN allows any sensor to directly connect to any Signal

Processor with a unidirectional data flow of 500 MBPS per

channel. The SDDN consists of fiber optic connections from

each sensor fr'ont-end to a routing network and then to each

S Signal Processor. The routing network consists of matrix

* si t rh modules C ~h~i provuidtne sirrnl ;n nilii non-b~ilecinn

connection of multiple fiber optic channel ports. The SDDN has

redundant channels and is reconfigured only upon the

occurrences of functional Signal Processing Area failures or

upon major mission mode changes.

A portion of the SDDN, the Sensor Control Network,

provides the communication path from the Signal Processors back

to the Sensor Subsystems. Moding, control data and signal data

flow from Signal Processors to a routing network and then to

sensor, front-ends via unidirectional 500 MRPS fiber optic

channels.
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3.7.8.1 Sjstem Diaqram

A diagram of the network is shown in Figure

3.7.8-1.

3.7.9 Data Exchanqe Network

The Data Exchange Network shall permit the loading

of Signal Processing area memories, the exchange of data be-

tween Signal Processors, the routing of encrypted data (black)

from TRANSEC/COMSEC Secure Data Units (SDUs) to the Signal

Processing area arid the routing of data (red) from the Signal

Processing area to the TRANSEC/COMSEC SDUs. The Data Exchange

Network will permit a unidirectional flow of 500 MBPS per

channel. The Data Exchange Network shall use the same network

approach common to the SDDN and the VDDN.

3.7.9.1 System Diaram

A diagram of the network is shown in Figure 3.7.9-1.

3.7.1.0 Video Data Distribution Network

The Video Data Distribution Network provides the

connectivity between all video data sources and sinks. Video

sources are the Signal Processors and Stores Management System;

video data sinks are the cockpit displays and mission devices

such as a Video Tape Recorder. The VDDN transfers digital

graphics data in a format common to all source and sink

devices. The VDDN routing network is functionally equivalent

to the SDDN and DEN using common fiber optic channels, switch

implementations, and interface modules. The VDDN shall support

six simultaneously active display channels. A minimum of four

5?5 line resolution and two 875 line resolution color pictures

at a 30 HZ update rate shall determine the minimum composite

transmission rate of the VDDN.
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3.7.10.1 System Diagram

A diagram of the network is shown in Figure

3.7.10-1.

3.7.11 aSstem Executive

The System Executive resides in the Mission Data

Processors. There shall be two copies, one of which is desig,-

nated the primary (System Supervisor), and the other is

designated the standby. The standby system will operate in a

"hot backup" mode, available to take over whenever a fault

occurs in the primary. The System Executive is responsible for

monitoring the state of the system hardware and software. The

primary means of system status monitoring, communication, and

logging will be a system data base which is located in each of

the data processors and is maintainee by the Distributed

Executive. Changes of device and task status will be broadcast

over the high speed data bus as an update to the local copies

of the state tables held in each processor and in the System

Mass Memory. The System Executive is responsible for keeping a

fault log for all system components and for controlling

reconfiguration of the system resources. The System Executive

handles two types of system resource reallocation,. First, as

functional requirements change throughout the mission, the

system components must be reallocated to meet these s e

requirements These requirements represent the functional

capabilities which were defined during the mission planning

process and modified by any subseouent inputs. Second, when L,.4

any system component currently in use is determined to have 9

failed, reallocation of the remaining components may be

necessary in order to retain any functionality lost by the

failure If the mission proceeds as planned, the pilot will be

provided with the expanded functional capabilities and the

System Executive resource allocation process will he

transparent. Whenever any component is lost, through internal
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failure or battle damage, the System Executive will provide the

pilot with a report of any planned functional capabilities that

will be unavailable as a result of the failure. The System

Executive functions/interfaces are depicted in Fiqure 3.7.11-1.

3.7.12 Kernel Executive

The Kernal Executive is responsible for controlling

the application software assigned to a processor, providing

control and communication between application tasks, control-
ling peripheral devices, and participating in processor level

fault tolerance operations. Control of the application soft-

ware is provided by a task sequence which handles the invoca-

tion and suspension of tasks within the processor. Interim r i m

task control and communication services are provided to support

the Ada (MIL-STD-IR15A) tasking model which includes the con-

cep+ of a rendezvous between tasks, allowing intertask control

and communication. The peripheral device control capability of

the Kernel Executive permits an application task to request an

operation on a peripheral device at a logical level. This

function is provided to allow the application software execut-

ing in the data processor portion of the signal processors the

capability of controlling the execution of the common signal .4
processing modules. Processor level fault tolerance operations

r.'-
include the receipt of processor error indicators, analysis of

the conditions, and determination of the appropriate action, .0
This appropriate action may be to pass the condition to an

application task for further action by an exception handler,

notify the system executive, file the processor, or any con-

tinuation of these or other actions.

All operating systerm services required by the
application software are handled through the Kernel Executive

which in turn will access services provided by the Distributed

Executive as reQuired. The Kernel Executive A
functions/interfaces are depicted in Figure 3.7.12-1.
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3.7.13 Distributed Executive
" I

The Distributed Executive provides bus control

interface capability, inter-processor data transfer operations,

and general participation in the overall system operation, The

Distributed Executive communication interface provides for the

exchange of information between processors. Data transfer

requirements will result from transactional requirements in

support of application tasks and from system status monitoring

and reconfiguration operations. System software and hardware

configuration information shal be viaintained by every pro-

cessor in the system. The Distributed Executive is responsible

for the maintenance of the system state information require-

ments and system operation. The Distributed Executive inter-

faces with the Distributed Executive in other prccessors via

the Mission Avionics Multiplex bus and with the Kernel Execu-

tive resident within its own processor. The Distributed

ExecuLive functions/interfaces are depicted in 1igure 3.7.13-1.

4.0 QUALITY ASSURANCE PROVISIONS (Not Applicable)

g' -

5.0 PREPARATION FOR DELIVERY (Not Applicable)
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6.0 NOTES

6.1 Common Module Set

The maximum use of common line replacable modules

across the entire avionics suite is a basic design requirement

for the Pave Pillar system. Common modules are used to perform

common functions throughout the system. The following

subparagraphs describE a representative set of Common Modules

for use in the Pavc r-,llar architecture and for use in

associated subsystems. They are based on the VHSIC 1750A and

Common Signal Processor ADM module sets under development as

well as perceived needs for additional modules not currently

under development under those programs. Following the core ADM

set of modules, (1-15) additional modules are specified which

are not constrained by the implementation approaches currently

beina used on the V175nIA and CSP projects.

In the signal processing area, a Module Functional Group

is identified which consists of one controller module (Element

Supervisor Unit) and one, two, or more functional element

modules (Global Memories, Processing Elements, or I/0 modules)

that are locally controlled by that Element Supervisor Unit

(ESU). This Module Group can also be viewed as a type of

Supermodule with three standard interfaces: the PI-Bus, the

TM-Pus, and the Data Flow Network interface. With VHSTC Phase

1 circuitry it usually is not possible to contain a complete

signal processing module group on a single module; hence

several modules are necessary for CSP functions. This

necessitates local interfaces between modules which need to be Ab
standardized for a given family of modules. Within CSP two

local buses are specified, the Element Control Bus (ECR) and

the Element Maintenance Bus (EMB) which currently are unique to

the CSP set of modules. In the future, it is expected that

these local buses will be absorbed into the module.

?-'
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Three power modules are included which provide the Pave

Pillar architecture with a set of modules capable of powerinq a

variety of system configurations. The power modules conform to

the SEM E form factor. The DC-DC convertor modules are

distributed throughout the system backplane, which improves the

power system's transient response. The modules are connected

in parallel and share the load equally, allowing the addition

of the appropriate number of spares to the system.

Built-In-Test features report module faults to the system,

warning the user to avoid critical modes and reducinq the

maintenance support. The power system shall include Nuclear

Event Detection (NED) and Electromaqnetic Pulse (EMP-

circumvention. The power system shall have an overall power

density of 4 watts/cubic inch, an efficiency of 70% to 80%, and

a weight efficiency of 0.02 pounds/watt. The following sub-

paragraphs describe a set of common modules for use in the Pave

Pillar Architecture. Table 6.1-1 lists the module types which "

form this baseline set.

6.1.1 VHSIC 1750A Processor Module (V175nA)

The 1750A Processor Module will consist of a 1750A

Instruction Set Architecture (ISA) CPU with 256K words of

dadirated local memorv Anrid hAll rnntain twn PT-BUS int•rfarpc•.

a Test and Maintenance Bus interface and an IEEE 488 Rus

interface. The 1750A Processor Module shall be capable of a

minimum of 3 Million Instructions Per Second (MIPS) assuming a

DAIS MIL-STO-1750A weighted instruction mix without extended

memory addressing capability enabled and a minimum of 2 MIPS

with extended memory addressing enabled. The 1750A Processor

Module shall contain internally (in non-volatile memory) a 4K .

word start-up ROM for storing initialization and/or Kernel

Executive software. The Non-Volatile 1750A Processor Module

shall be functionally identical, excepL that its program

storage memory (ROM) shall not be alterable in flight. In

addition, since the module shall not perform self loading, the

- 63 - -, .
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TABLE 6.1-1

BASFLINE COMMON MODULE SET

1. VHSIC 1750A CPU Module (V175OA"

2. Avionics Bus Interface Module (ABI) Module

3. Bulk Memory Module (RMM)/Non-volatile Bulk

Memory Module (NVBMM)

4. MIL°-STD-1553B I/0 Module (V15531,

5. Dedicated Interface Modules

-. A/D Conversion

- D/A Conversion

- Discretes In

Discretes Out

- Serial Channel (In & Out

6. Floating Point Processing Element (FPPE Module

7. Global Memory (GM) Module

8. Data Network Element (DNE) Module

9. Sensor Interface (SI) Module

10. Element Supervisor Unit (ESU) Module

11. Timing and Control Generator (TCG) Module

1?. I/O Terminator Module

13. DC-DC +5 Volt Power Converter Module

14. DC-DC Multi-voltage Power Converter Module

15. Power Conditioner Module

16. Fixed Point Vector Processing Element (VPE)

Module

17. Electronic Warfare-oriented Processing Flerrient_

Modules

18. Biphase Correlator Processing Element (BCPE)

Module .

19. MIL-.STD-1760 Stores I/O Module

20. Video Module

21. Display Module

2?. Network Switch Module (NSM)

23. Key Generator Module (KGM) -
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internal Kernel Executive software shall be unique. The 1750A

Processor Module is shown in Figure 6.1.1-1.

6.1.? Avionics Bus Interface (ART) Module

The Avionics Bus Interface (ABI) Module shall be desiqned

to interface with either the Mission Avionics Multiplex Bus,

the Block Transfer Multiplex Bus, or the Vehicle Management

System Multiplex Bus. The ABI shall contain two PI-Bus

interfaces and a test and Maintenance Bus interface. The ARI

shall provide for redundant media and shall provide redundant

data paths within the module. The ARI Module is shown in

Figure 6.1.2-1.

6.1.3 Bulk Memory Module (BMM)/Non-Volatile Rulk Memory

Module (NVBMM)

The Bulk Memory Module shall be capable of storing 2

million words of Random Access Memory. There shall be two

versions of this Module. One version shall contain volatile

memory and the other version shall contain Non-Volatile Memory.

The Module shall contain two PI-Bus interfaces and a Test and

Maintenance Bus interface. The Bulk Memory Module shall

utilize a sinqle error correction/double error detection

scheme. The Pulk Memory Module is shown in Figure 6.1.3-1.

6.1.4 MIL-STD-1553B I/O Module v

The MIL-STD-1553B 1/0 Module shall Drovide a dual 1

redundant MIL-STD-1553B Multiplex Bus interface terminal. The

bus terminal shall be proqrammable to operate in either Master

or Pemote mode. The module will have two Pl-Bus interfaces and

a test and Maintenance Bus interface. The MIL-STD-15F53B I/O

Module is shown in Figure 6.1.4-1.

6. 5'
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1750A IEEE 485
PROCESSOR BUS

MODULE BUS

1L1.L -

PI-BUS #I

__ _ _ _ ___- "INTEGRATED

P1-BUS • 2 ___ RACK__________2_ 
BACKPLANE

TM-BUS '. l.W

Figure 6.1.1-1 1750A PROCESSOR MODULE I

* -4

MISSION AVIONICS
Im MULTIPLEX BUS #1

MISSION AVIONICS 4; MULTIPLEX BUS #2 %

AVIONICS
BUS INTERFACE

MODULE

Pi-BUS #I

-- 1 _INTEGRATED_,

PI-BUS 02 RACKPLNE

TM-BUS

Figure 6.1.2-1 AVIONICS BUS INTERFACE MODULE
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BULK
MEMORY
MODULE

101-sus 9 1

I-t INTEGRATEDL-%"

PI-BUS 02 RACK ILI

_____ ... 8ACKPLANE

"'M - BUS 
"

Figure 6.1.3-1 BULK MEMORY MODULE

MIL-STO-1 553I A
110 MODULE '15535 BUS

Pl-BU$ 0 2 RACK'•-

-P S BACKPLANE

TMI-BUS I-J

figure 6.1.4-1 MIL-STD-15530 1/O MODULE
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6.1.5 Dedicated Interface Module

The Dedicated Interface Module shall provide the bufferinoa

and control circuitry to manage discrete interface signals,

both input and output, such as analog to digital, digital to

analog, synchro, serial cnannels, TTL level , etc The -I

Dedicated Interface Module may be designed as several mixes of -.

signal types per module. The Dedicated Interface Module will

have two PI-Bus interfaces and a test and Maintenance Rus ".-
interface. The Dedicated Interface Mcdule is shown in Fiqure

6.1. 5-I.

ED~ICATED DISCr4ETE INTERFACE
iNICAT SIGNALS (FOR. EXA..kPL. ViNTERS'-ut ' A/D, D/A. DISCRETF-
MODLECS) TTL., ETC.)

PI-BUS #I -

I.. NTEGR•ATED ,-, .
PI-BUS 0e2 RACK

TNI-Bus "

Figure 6.1.5-1 DEDICATED INTERFACE MODULE
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6.1.6 FloatinqPoint Processinq2 Elmnt (FP P E Mod .u

The Floating Point Processing Element (FPPE) shall provide

the capabilities to process both 32-hit floating point and 16-

and 32-bit fixed point arithmetic efficiently for sional "Ire

processing computations. This module shall be able to perform

125 million floating point operations per second or 12 .5

million complex floating point operations per second. The

module shall support floating and fixed point multiplication,

addition, subtraction, cornparisons, data dependent operations

and data conversions. It shall also support logical.-

operations, table look-up functions, square root and reciprocal

calculations, sine/cosine generation, arctangeint generation,

optionally selected data clamping, optionally selected status

reporting, and error reporting. The FPPE shall permit

overlapped task execution with task loading and unloading. It

shall include local memories for data and coefficient storage

ot at least 16 K 3 ?-bit data words visible during task

execution. The FPPE shall include the capability to check for

a variety of internal errors, including parity errors,

addressino errors, and calculation errors. Detected errors

shall be logged in a non-volatile fault log memory device for

later access over the Element Maintenance Bus (EMR".

The FPPE shall have 3 external interfaces:

a. Element Control Bus (ECB), 1CD ?875826

b. Element Maintenance Bus (EMB), TCD 2875785

c. Data Flow Network (.DFN) Interface, IC!) 2875788

The ECB is a local control bus from the Element Supervisor

Unit (ESU) which controls the FPPE; it selects which signal

processing Macros to execute, establishes data network paths

and messages, etc. The EMB is a local maintenance bus for

- 69 - • .-
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testing and fault isolating the FPPE from the ESI'. The DFN

port provides high speed access to sensor data stored elsewhere

in the system, such as in Global Memories, or arriving over

Sensor Interfaces (Ss). The FPPE Module is shown in Fiqure

6.1 .6-1.

FLOATING POINT

PROCESSINGELEMENT MODULE

INTEGRATE.D •-

EM-SUS RACK
- -__-- BACKPLANE

DATA FLOW NETWORK

Figure 6,1.6-1 FLOATING POINT PROCESSING ELEMENT MOOULE

- 70.



SPA 9nn99OOI A
16 January 1987

6.1.7 Global Memory (GM) Module

The Global Memory Module shall be capable of storing 1

million 32-bit data words of volatile memory. The module shall

support complex address modes needed for signal processing,

including the following:

a. Circular Queue and Multiple Circular Queues

b. Corner Turn Queues

c. Coordinate Potation Queues

d Random Access Queue

e. Bu f f el

These address modes shall be supported at a burst transfer

rate of 25 million 3?-bit words per second. The memory shall

support logical to physical address translation in order to

prevent memory fragmentation. The mapping scheme shall use 4K

block sizes and permit a logical space larger than physical

memory to aid in memory management. '

The GM shall include error detection and correction

circuitry on the main mernory. The implementation shall be 8

FDC bits that correct in 4-bit groups (4-bit wide mpmory

circuits are specified, hence error patterns of 4 bits are

likely . The GM shall include a non-volatile fault log memory

device for recordinq detected faults for later maintenance.

The GM shall have 3 external interfaces:

a. Element Control Bus (FCB), TCD 78','5R?6

b Element Maintenance Bus (EMB), ICD 2375785

- 71 -
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c. Data Flow Network (DFN) Interface, ICD 2875788

The ECB is a local control bus from the Element Supervisor V.
Unit (ESU) which permits the ES11 to control the GM and provides X

a path for the GM to access ESU main memory and the PT-Bus

interface. The ECB shall permit transfers from ESU elements to

Global Memory, GM address translation memory, and the Data Flow

Network. The EMB is a local maintenance bus for testing and

fault isolating the GM from the ESU. The DFN port provides

high speed access to data stored in the GM to other elements in

the signal processing function, such as FPPEs and SIs. The

Global Memory Module is shown in Figure 6.1.7-1.

GLOBAL

MEMORY

EC-OUS

S-- j INTEGRATEDFM-SUS RACK

-BACKPLANE

DATA FLOW NETWORK ___________ ______ J.

IrigurB £.1.Y'-1 GLOBAL MEMORY MODULE

7 ?

.r .



SPA 90099001 A -
16 January 1987 -

6.1.8 Data Network Element (DNE) Module •'q.

The FNE Module shall permit the implementation of a

variety of configurations of Data Flow Networks with respect to

the number of ports and the width of the data words

transferred. The baseline Data Flow Network for the signal

processing function has 24 ports using 32-bit data word

transfers; it permits 12 simultaneous paths to be operatinq,

between the 24 ports. This configuration requires 8 DNE

Modules. The DNE Module shall have 12 ports each with 16 data

lines. The DNE shall be able to transfer between up to 6 sets

of external Master/Slave pairs of elements connected to the

module simultaneously. The ports shall operate in half duplex

mode: data car, transfer in either direction, but only one .

direction at a time. Once a path is established, transfers

shall take place at a 25 million word rate. The operation of

the path shall conform to the interface design specification

for the Data Network, TCD 2875788. The DNE shall provide error

checking for transfers over the Data Flow Network. Odd parity

shall be provided on each 16-bit data segment. A non-volatile

fault log memory circuit shall be included on the DNE to log

any DNE faults.

The DNE Module shacl have two external interfaces: "

a. The Data Flow Network ports as documented by

ICD 287678b.

b. The Element Maintenance Bus (EMB) as documented

by ICD 2875785.

The [MB shall permit an ESU to access the fault log memory

device and determine thf health of the DNE Module. The DNE

Module is shown in Figure 6.1.8-1.
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NF.TWORK / :•:"
ELEMENT MODULE FN12•;:

.J

DFN 12

N..... - . 2

EM -B US

Figure 6.1.8-1 DATA NETWORK. ELEMENT MODULE

6.1.9 Sensor interface (SI) Module ;?•

The S1 Module provides a gateway between internal signal •-'

• ~,.

processing group data pa t hs and an external sensor data...-

distribution network. The p~rincipal gateway is between the ••

4j-•

n r t - 4, - - . I - 1. 1

,6ata Flow Inttwrk acd the e xterMadl sensor channel; pat-s aiso

,I

exist between the Element Supervisor Unit (ESU) local memory 'v

and the sensor channel and the rSU local memory and the Pata 4

Flow Network. The -SU connects to the P[-t8us and TM-Rus, thus ".

permitting transfer betweer, those buses and the other paths.

The external interfaces to the SI Module are:

a. Element Control Bus (ECB) documented by ICD

2875826

b. Element Maintenance Pus (FMB) documented by TCD

2875785
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c. Data Flow Network (DFN) documented by ICD

2875788

d. Sensor Data Distribution Network (SDDN).

1he ECB permits the ESU controller module to manage the SI

module. The ESU initializes the SI, fields interrupts and

reads status, and permits SI access to message control blocks

via DMA transfers from the ESU local memory. The ECR path

permits PI-Bus to SI transfers which in turn may be forwarded

over the Data Flow Network or the external Sensor Data

Distribution Network.

The EMB permits the ESIi to initiate S! self-test and read

the resulting status. It permits access to a non-volatile

fault log memory on the SI storing any detected faults.

7he Data Flow Network port on the ST is the principal data

transfer path to the SI from the signal processor modules. It

is used for sensor data transfers from sensor front-end units

to Global Memories or processing elements. It can also

transfer data from signal processing modules to front-end

uni ts.

The SI port to the external sensor data distribution

network permits sensor data to be input to the sianal 1

processing modules. It shall have a burst transfer rate of 500

million bits per second. It shall support a point-to-point

transfer configuration. The baseline physical link layer shall

be implemented with fiber optics (alternate media may be

appropriate for near-term appicration suchi as wire provided the

performarlc L requirementts are met) The design shall also

support other configurations Euch as a ring bus. Error

detection shall be provided on the sensor data 0 istributionn

channel.
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The ST module shall support overlapped transfers from the

front-end units and the signal processing Data Flow Network so

that continuous data streams may be accommodated. Local .

buffering on the module shall consist of at least three 4K x 34

data buffers to support overlapped operations. The SI Module

is shown in Figure 6.1.9-1.

I' SENSOR
INTERFACE -

MODULE II

EC-BUS I i-!]
-" I INTEGRATED ,

EM-BUS RACK1L- BACKPLANE

FPAIA FLOW NETWORK .

Figure 6.1.9-1 SENSOR INTERFACE MODULE
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6.1.10 Element Supervisor Unit (ESU) Module

The ESU Module is the controller module for signal

processor processing element (PE) modules, Global Memory (GM)

modules, and interface modules. It shall perform the control

function for the Floatina Point Processing Element (FPPE), the

fixed point Vector Processing Element (VPE), the Riphase

Correlator Processing Element (BCPE), the low latency General

Purpose Processing Element (GPPE), the (Ms, the Sensor

Intefaces (Sis), and the COMSEC interface (CI). It performs

the maintenance function for the Data Network Element (DNE).

The ESU shall have the following external interfaces:

a. PI-Bus.
b. TM-Bus.
c. Element Control Bus (ECR).

d. Element Maintenance Bus (EMB).

The PI-Bus (See Appendix B - VHSIC Phase 2

Interoperabil it Standard - PI-Bus), provides a path for the

signal processing module "group" controlled by the ESU to

communicate with the rest of the signal and data processing

system. It is used primarily for control messages. The PI-Bus

interface on the ESU shall provide autonomous DMA capability to

local ES1I memory.

The TM-Bus (See Appendix C - VHSIC Phase 2

Interoperability Standard - TM-Bus), provides a path for test

and maintenance commands and data to be sent to the ESU and the

modules it controls.

The FSU shall implement a hierarchical maintenance bus

system with the Element Maintenance Bus (EMP), documented in

ICD 2875785, connecting the ESII to the modules it controls.
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The Element Control Bus (ECB) is the local bus by which

the ESU controls the modules in its group. It is used for V
initializing modules, sendinq commands and data, requesting

status, fieldina interrupts, and permittinci the attached

modules DMA access to ESU local memory for Control Blocks

defining local operations such as signal processing Macros or

Data Flow Network message transfers.

The ESU shall 'implement the MIL--STD-1750A Instruction Set
Architecture (ISA). It shall have a throughput of at least 2

million instructions per second against the DAIS instruction

mix. The local memory shall be at least 256K 16--bit words;

memory management shall be implemented. Timers A and B shall

be implemented. A Start-Up ROM shall be included for module

initialization.

The ESU shall include fault detecticon and isolation g,

capabilities. Parity checking shall be provided on local

memory and the ECB; a non-volatile fault log mermory shall be
•~~V .V•

included accessible from the TM-Bus. The ESU Module is shown

in Figure 6.1.10-1. -- "

ELEMENT'

UNIT

-TFT-r'F1

EC-Bu-

TM•USr. ,•f~

Figure *.1.10-1 ELEMENI SUPERVI-SOR UNIT MODULE ,./ ,
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6.1.11 Timing and Control Generator (ICG) Module

The TCG module shall provide the system clocks needed by

signal and data processing core modules. It shall also contain

a system fault log non-volatile memory for recording faults for

modules or components not having fault log memories. It

accepts a Power On Reset signal from the power supply systems,

software, or an external source and generates a system reset

signal. The clocks provided by the TCG shall include:

a. 25 NHz for basic VHSTC Phase 1 circuitry use.

b. 12.5 MHz for PI-Bus clocking.

c. 6.25 MHz for TM-Bus clocking.

Because of skewing problems, individual signals for each

module shall be generated for distribution. The TCG Module is

shown in Figure 6.1.11-1.

"TIMING AND CONTROL 25 MH- z

GENERATOR MODULE

12.5 MHz

6.25 "M"z

Figurel 61..i-i TIMING AND CONTROL GENERATOR (TCG) MODULE
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6.1.12 I/0 Terminator Module

The 1/0 Terminator Module shall provide J/0 termination y

for the PI-Bus, the TM-Rus , end any other system bus needingi

termination. The I/0 Terminattor Module is shown in Figure

.1.12-1. 
K•

aho

TERMINATOR

MODULE 
"

I - I '-.5-p

PI-BUS 
1

I I j INTEGRATEDRACK4ACKPLANE 0

T*M, Fi.

Figure 6.1.12-1 110 TERMINATOR MODULE

so-.
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6.1.13 DC-DC 5 Volt Power Converter Module

The 5 volt power converter module shall be capable of

supplying 200 watts with +/-5% regulation. It shall use +/-24

VDC as input. It shall occupy a single 0.6 inch module slot on

the backplane. It shall include sense circuits for detectinq _

r.

if the module is supplying power, if the voltage is within

regulation, and if the module's temperature is within its

thermal limit. The sense outputs shall be available at a PIT

interface, baselined as discretes signals. T(The Power

Conditioner module is specified to be a central collection , o,

point for BIT discretes for the distributed converter modules.)

The module 5 volt output is through the module connector to the

backplane which distributes the voltage to user modules.

Fuse links shall disconnect a module from the system in
the event a F-1C.du l ( 's utput shorts. Overvultd,,e protection .

will prevent damage to other modules. The DC-DC 5 Volt Power

Convertor Module is shown in Figure 6.1.13-1.

*24 VOLT INPUT .

-5 VOLT OUTPUT
-24 VOLT INPUT -5 VOLT POWER

CONVERTER MODULE RETURN

RETURN 
RETURN

VOLTAGE ZENSE -

THERMAL SENSE

MODULE FUNCTIO"AL

"F g1 1..,,

F ig ur e 6.1.1 3- 1 DC-D• .!s V POWER CONVERTER MODULE

-Ri-

- . .w-
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6..14 PC-.DC Multi-Voltage Power Converter Module

The multi-voltage converter module shall provide +/-15,

+3.3, and +2 volls. It shall require a +1-24 volt input. It

shall occupy a single 0.6 inch slot. It shall include sense

,circuits for detecting if the module is supplying power, if the

voltage is within regulation, and if the module's temperature

is within its thermal limit. The sense outputs shall be

available at a BIT interface, baselined as discretes signals.

(The Power Conditioner module is specified to be a central

collection point for' BIT discretes for the distributed

converter nodules.) The module outputs are brought out through

the module connector to the backplane which distributes them to

user modules. Potential future requirements of +/.-12, -2.0,

and -.5.? volts have been identified for the High Speed fata Bus

(HSDiB) interface. The multi-voltage module shall be adaptable

to be able to provide these voltages with modest current
capabilities. Fuse links shall disconnect a module from the

system in the event a module's output shorts. Overvoltage

protection will prevent damage to other modules. The DC-DC

Multi -.Vol tage Power' Converter Module is shown in Figure
6.1.14.-1.

"*3.3 VOLT OUTPUT

*34 1OLi0 ItPUT "2.0 VOLT OUTPUI

-34 VOLT INPUT MUL7I-VOLTAGE I1S VOLT OUTPUT

POWER CONVERTER --
NLTTUAN MODULE -15 VOLT OUTPUT

RETURtN

VOLTAGE SENSE

THERMAL SENSE

MODULE FUNCTIONAL

iRETURN. "1.0 VOLT

Figure 6.1,14--1 DC-DC MULTI-VOLTAGE POWER CONVERTER MODULE
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6.1.15 Power Conditioner Module

The Power Conditioner Module filters the aircraft power

bus and converts it to +/-24 VDC for distribution to the PC-DC

converter modules. It shall be able to accept input power from

either a 115 VAC 400 Hz 3-phase 4 wire Wye power source or a

?70 VOC power source. Sense circuits shall be included to

detect if the module is outputting power, if the output is

within +/-10% regulation, and if the module's temperature is

within its thermal limit. These BIT discrete siqnals shall be

available to the system over a TM-Bus interface. In addition,

the Power Conditioner shall log any detected faults in a

non-volatile memory device within the Power Conditioner for

later maintenance use. The baseline desiqn includes the

ability to accept BIT discrete inputs from the distributed

DC-VC converters for output over the TM-Bus to the system and

logging within the Power Conditioner. Fuse l1nks will

disconnect the module from the system in the event its output

shorts. Overvoltage protection shall be provided to prevent

damage to other modules. The Power Conditioner shall maintain

enough stored energy to provide power through a 50 microsecond

prime power loss. Distribution of the +/-24 VIC is through

separate parallel conductors connecting to the distributed

converter modules independent of the backplane, The Power

Module is shown in Figure 6,1.15-1.

11S VAC 3 PHASE

400 Mz POWER CONDITIONER #24 VOLT OUTPUT
MODULE

-24 VOLT OUTPUT

270 VDC -

TM- RUE RETURN

VOLTAGE SENSE IWPUTS

THERMAL SENSE R4PUT6

MODULE FUNCTIONAL INPUTS

Figure 6.1.15-1 POWER CONDITIONER MODULE
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6.1.16 Fixed Point Vector Processinq flement (VPEI

Module

The VPE module is a 16-bit fixed point arithmetic

vector-oriented processing element that operates efficiently on

complex (I and Q) data arranged in vectors or matrices. Its

arithmetic support is augmented for complex multiplys, adds,

and subtracts to provide for very fast FFT calculations,

convolutions, correlations, etc. It is intended to perform

computationally intensive radar signal processing functions

such as pulse compression and adaptive sidelobe cancellation

perhaps three times as fast as a FPPE. (One VPE could replace

3 FPPEs in a radar application for Track-While-Scan modes, for

instance.) The VPE shall include fault detection and isolation

logic, including parity check circuits, arithmetic error

checking, etc, and include a non-volatile fault log memory

device. The VPE shall meet the standard signal processing PE

interfaces:

a. Element Control Bus (ECB)

b. Flement Maintenance Bus (EMB)

c. Data Flow Network (DFN).

I FIXED POINT
VECTOR

IELEMENT MODULEI I i .l

EC-BUS

INTEGRATED
EM-DlUS RACK

- -I -- __-_ BACKPLANE

DATA FLOW NETWORK

Figure 6.1.16-1 FIXED POINT VECTOR PROCESSING ELEMENT MODULE

-84 -



SPA 90099001 A
16 January 1987

6.1.17 Electronic Warfare-oriented Processing

Element Modules

The Electronic Warfare functional area requires diqital

sorting and filtering functions with very high throughput

requirements at the "front-end" of the EW processing load. The

detailed requirements of this Sort Enhanced Processing Element

(SEPEE) module are TBD. A low latency, General-Purpose

Processing Element (GPPE) is also needed in the EW area. This

module shall implement a 3P-bit Reduced Instruction Set

Architecture (RISA) with a target throughput goal of 10 million

instructions per second. It shall have a very fast I/O
instruction capability to meet short response I/0 requirements;

a ?-clock 1/0 instruction capability is a goal. It shall

directly address large memory sizes. It shall interface to the

Data Flow Network, the PT-Pus, and the TM-Bus. It shall

include a Fault Lon memory device for maintenance purposes.

The FW Processing Element Module is shown in Figure 6.1.17-1.

PkOUESSINF

IELEIOFNT MODULES

1EC-IAUSJ i

- -'--" INTEGRATED
am-BUSd RACK

' " -- -- •BACKPLANE

DATA FLOW NETWORK

Fi gure 6.1. •17-1 IEW PROCESSING EL EMENT MODULES
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6.1.18 BIphase Correlator Processing Element

(BCPE) Module

The Biphase Correlator Processing Element (BCPE) shall be

desigfied to efficiently compute biphase correlations of signals

with 2 to 16 bits of accuracy and 16 to 512 points. The SCPE

throughput shall be adequate to perform the CNI broadband

acquisition correlation functions for JTIDS, GPS, etc, and the

radar (URR) pulse compression functions when biphase methods

are used. The BCPE shall contain a minimum of two 8K banks of

local memory that permit overlapped I/O and computation. The

BCPE shall have 3 external interfaces:

a. Element Control Bus (ECB)

b. Element Maintenance Bus (EMB)

c. Data Flow ,etwurk 1PjrFN

(See paragraph 6.1.6 FPPE Module for a description of these

three interfaces.)

The BCPE shall include fault detection and isolation

capabilities for internal memories, buses, and arithmetic

elements. It shall include a non-volatile fault log memory.

The BCPE Module is shown in Figure 6.1.18-1.

6.1.19 MIL-STD-1760 Stores 1/0 Module

The MIL-STD-1760 Stores 1/0 Module shall provide all the

MIL-STD-1760 1/0 interfaces to a stores station (video, audio,

analog, discretes, and power). The module will have a PI-Bus

interface, Test and Maintenance Bus interface, and two Video

Data Distribution Network interfaces. The MIL-STf-1760 Stores

1/0 Module is shown in Figure 6.1.19-1.

S86 -



SPA 90099001 A
16 lanuary 19PF7

SPI4IPASE

CORRELSTOR

ELEMENT MODULE

IEC-BUS

c- INTEGRATED
EM-BUS RACK

BACKPLANE

DATA FLOW NETWORK ,,

Figure 6.1.18-1 BIPHASE CORRELATOR PROCESSING ELEMENT MODULE

EXTERNAL
VIDEO

VIDEo A.o AUDIO•1
oAA MIL-STD-1 760 ANALOG ONE

DISTRIBUTION STORES 1/0 MODULE DISCRETES INTERFA7 ENETWORK •
POWER .

.11-1-11I__I__________,
PI-BUS 1_l_-

IN TEGRATED .

PI-NUS 02 RACK
-- ID&AW; LANE

TM-BUS

Figure 6.1.19-1 MIL-STD-1760 STORES 110 MODULE
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6.1.20 Video Module

The Video Module shall be capable of extracting

information from data memory and creating pictures for display,

The module shall do character generation and shall be capable

of outputting high resolution color video for display in the

cockpit. The video module shall also be capable of acceptingi

and processing video data received from the stores stations and

providing this data to the video displays. The video memory

module shall provide the ability to store many types of video

data (monochrome, color, etc) based on multiples of the minimum

number of TV lines. A 512 x 512 x 16 module for example could

be configurable to permit:

-512 x 512 x 12 (four bit planes for each primary color) t
-1024 x 512 x 4 (monochrome)

-1024 x 1024 x 4 (monochrome)

-Simultanous buffering for radar/EO/IRST

-Backup for failed memory modules

The video module is a functional element in the Common

Signal Processor and contains Element Control Bus, Element 11,4

Maintenance Bus, and Data Flow Network interfaces. The Video

Module is shown in Figure 6.1.20-1.

6 . 1.21 DispliayModule

The Display Module is the final destination of Video Data

from the Video Distribution Network arid is resident with the

display device. It interfaces directly to the display

electronics through the Data Flow Network The Video Module

also interfaces to the P1 Bus for control and the Test and

Maintenance Bus. The Display Module is shown in Fig. 6.1.21-1.

0.o•

-. .-.
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VIDEO MODULE

Yrmvv

EC-BUS

SL'_ INTEGRATED
EM-BUS RACK

I ~B AC KPL AN E

DATA FLOW NETWORK

Figure 6.1.20-1 VIDEO MODULE

A VIDEO DATA

DISPLAY MODULE DISTRIBUTION
a NETWORK

DATA FLOW NETWORK" '" " I 111"1

P1-BOUS #1

Pi-BUS 02 DISPLAY
PI-BU_ _ _ _ _ _BACKPLANE

TM-BUS

Figure 6.1.21-1 DISPLAY MODULE
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6.1.22 Network Switch Module

The Network Switch Module is shown in Figure 6.1.2?-]. It

is used as shown in Figure 6.1.22-2 to provide the interconnect

routing for the SDDN, DEN and VDDN. The NSM shall be capable

of connecting any of the 500 MBPS fiber optic input channels to

any of the 500 MBPS output channels under command of a local
V1750A control processor via dual redundant PI-Pus interfaces.

The prime data path is between NSM input channels and NSM

output channels. Reouests to configure the input to output

connectivity are received on the Mission Avionics Multiplex Bus

and passed to the contr&l processor via the local PI-Bus.

Switch test, status and reconfiguration commands are sent to

the switch from the local controller via the local P1-Rus.

Switch status is returned to the local controller via the local
P1-Bus.

r4'

The NSM shall support non-blocking n X n interconnect

between input and output channels at the maximum network data

rate (500 MBPS per channel). The number of channels per NSM,

the allocation of channels among sources and sinks, and the

number of NSMs per network are system design dependent

parameters.

NETWORK 3-. NETWORK
FIBER OPTIC 4 SWITCH 4 FIBER OPTIC

INPUTS OUTPUTS

PI-BUS

PI-BUS

TM-BUS

Figure 6.1.22-1 NETWORK SWITCH MODULE
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6.1.23 KeX Generator Module (KGM)

The Key Generator Module (KGM) shall be a qeneral purpose

cryptographic module capable of encryption and decryption of

all digital data and messages including IFF and voice signals.

It shall provide COMSEC protection of digital data at all 4

classification levels. The KGM shall also accept manual key

load, fault alarm, tamper detect, and internal zeroize

functions. It shall perform multi-mode operation at a data

rate of 20 Mbps, with a maximum latency of 100 microseconds.

The KGM shall have a crypto ignition key interface to allow the

pilot to enter key code inputs for access to secure data. The

KGM module is shown in Figure 6.1.23-1.

KEY GENERATOR CRYPTO
IGNITION

MODULE (KGM) KEY

PI-BUS #1

PI-BUS #2 INTEGRATEDTLIIIZRACK
TM-BUS BACKPLANE

DFN -_

FIGURE 6.1.23-1 KEY GENERATOR MODULE
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6.? Packaqin~

The objective of avionics packaging is to develop a

standardized set to allow interchangeability of equipment

within an aircraft and also between different aircraft types

which contain similar functional units, The packaging concept

will provide:

o A set of line replaceable modules (LRM)

o A set of standardized avionics enclo-

sures/racks.

The key design ob.iectives and constraints include

the following:

o Direct access to the LRMs

o Minimizing installed avionics weight and volume

o Mechanical simplicity

o Guards against inadvertent installation of an

LRM into the wrong slot

o Effective thermal control of the equipment

o Improvements in reliability and maintainability

o Improved testability to allow fault isolation

tn IRM level

o Improved tolerance to battle damage

o Elimination of single point failure modes.

6.2.1 Equiprnent Enclosure

The equipment enclosures shall be modularized with

standard dimensions to allow use of buildinq block subassem-

blies. An integrated rack design compatible with two-level

maintenance procedures shall be used,

Liquid cooling shall he the primary mechanism of

heat dissipation for the equipment cooling system. The
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enclosure interface with the equipment coolinq system shall be

specified in terms of heat dissipation requirements. Loss or

reduction of cooling capacity shall not cause degradation in

avionics performance below specified limits or damage to the

LRM or enclosure within a given length of time. The enclosure

shall be capable of operating in the applicable service

condition of MIL-E-5400.

The enclosure and connector design shall incorporate

means to exclude radiated or conducted EMI originating outside

the rack. The avionics as installed shall meet the require-

ments of MIL-E-6051. The enclosure shall also comply with the

applicable requirements of MIL-STD-461. EMI/EMP requirements

shall be considered in material selection for the enclosure.

All metal parts of the enclosure shall be maintained at air-

frame potential by application of suitable bonding and ground-

ing tcchniquCs.

EMP hardening shall be applied to the enclosure.

The following techniques shall be used: (1) reduction or

elimination of collected energy by application of shielding and

grounding and bonding; (2) reduction of incident energy on

equipment using protection devices (filtering and amplitude

limiting); (3) increasing failure threshold of circuits bv

component selection; (4) modifying circuit functior (functional

hardening) to reduce susceptibility, and (5) circumvention.

Electrical power shall be provided at the enclosure.

Primary power shall be 3 phase 115 VAC, 40n Hz. Internal power

supplies shall provide voltage at the working levels required.

28 VPC shall be provided if no-break power is required. Fault 1 t

isolation and protection shall be provided within the K
enclosure.
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6.2.2 Line Replaceable Module

Sets of interchangeable standard modules shall be

used. The size of the modules shall be such as to allow re-

placement of a complete functional unit such as a 1750A Proc-

essing Module. The modules shall be designed to meet the

existing specifications for integrated circuits, passive com-r

ponents, hardware (connector assemblies) and printed circuit

cards. The primary mode of heat transfer shall be by conduc-

tion to slots in the enclosure. Alternate cooling methods

such as heat pipes shall be used when the heat dissipation

requirements exceed the maximum allowable for conduction cooled

modules. The modules shall meet the applicable specifications

for thermal, EMI/EMP and structural integrity. Standardized

connectors with a discrete set of pin numbers shall be used.

The connector design shall address wire wrap capability,

ul ti -layer board desin constra-nts and connector/module r'g

substrate interface compatibility. The module packaqing shall

allow use of leaded or leadless ceramic chip carriers or pin

grid arrays, The substrate and chip carrier coefficient of

thermal expansion shall be matched within specified limits.

Appendix A contains detailed specifications for the 3/4 ATR

modules to be use-d.

6.2.3 D arnae 'Ier a n c• .

The primary consideration shall be to reduce the

probability of aircraft loss due to loss of fl iqht essential

avionics, with los.s of mission avionic, being given secondary

consideration. The avionic elements shall be physically

separated in different enclosurles to minimize loss of any

functior due to ba tt'le damage. Separation shall also be pro-

vided within the erc. losure of critical independent elements to

'limit sir. projec'tile dama je eoffects.
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6.3 Executive to Applications Interface t.

This section provides the definition cf interfaces

between application (mission) software and the executive soft-

ware. The executive software is described in Section 3.7.11,

3.7.12 and 3.7.13. In this context, applications soft,,are is

defined as all software riot a part of the executive software.

With the exception of inter- module interfaces, as discussed in

Section 3.3.8.3, all interfaces made by an applications module

are required to be with the executive. The executive to

applications interfaces are, therefore, required to provide all

capabilities necessary to the participation of a module in the

execution of its parent function and by extension of the

system. The executive interfaces described in this section

provide for applications interfaces w1th the executive and for

executive interfaces with applications tasks.

6.3.1 Applications Interface with the Executive

These interfaces provide access to the Kernel Execu.-

tive. All applications tasks shall utilize these interfaces to

the exclusion of any others for, all classes of interface except

inter-module.

6.3.2 Executive Interfaces with Applications Tasks

The executive interfaces with applications tasks ,"

primarily to perform task control operations resulting from

applications to executive interfaces described above. Task k

execution, termination, cancellation, suspension, anid

restoration are the five primary items. Task priority and the

event conditions associated with suspension are the primary

terms defining task restoration. An indirect interface with

applications tasks exists when the executive performs data base

manipulation operations. These operations occur under

direction of applications tasks. The Kernel Executive handles
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all direct (i.e., task control) interfaces, while the Kernel

Executive coordinates with ihe Distributed Executive to provide

indirect (i.e., data base) interfaces.

6.3.3 Usaqe of Executive/Applications Interfaces

All applications tasks are required to utilize the !7
applications to executive interfaces for all activities ex-

ternal to the specific task. The usage of executive to appli-

cations interfaces is restricted to the execution, and may be

effected as required by the executive. The executive may, in

the interest of efficiency and modularity, also utilize certain

of the applications to executive interfaces; for example, a

request by a task to invoke another task (the RUN applications

to executive interface) will cause the executive, as a part of

its processing, to enable the task for execution (an executive

to apnlication interface) as well as reauest to itself that an

event honoring the occurrence be issued (the SIGNAL

applications to executive interface).

Applications to executive interfaces will be imple-

mented using packages (an Ada construct) to restrict the abil-

ity of the applications task to access information. The pack-

age utilized by the applications tasks will be a variation of a

similar package utilized by the executive. !he variation will

consist of a restricted visible portion of the package. The

amount of the package visible to the applications task will be `Z

that which is necessary and sufficient to permit the required

task access. For example, an applications task which desires

only to access data will utilize a package with a visible

portion which permits access only to the data area and to the

access routine. Since this is a subset of the package utilized

by the executive, it tends to insure that the constructs and

routines accessed by an applications task are actually

supported by the executive. 9.
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During the period in which Ada is not available,

interface constructs will be utilized during any necessary

simulations as part of this effort. A language permitting a

measure of this capability is MIL-STD-1598B JOVIAL, which

permits the use of DEFINEs to implement the restricted

interfaces.

6.4 Non-Homoqeneous Processin_2 Pesources

The fully integrated architectural concept includes

a set of common data and signal processing resources applied tu
meet the processing requirements of all of the sensors and

subsystems. This set of processing resources is reconfiguraole

and supports the inclusion of spare elements in order to pro-

vide higher probability of availability/mission success and to

support graceful degradation. The architecture must also sup-

port the integration of sensors/ ihsyst ems that are not fully

integrated and the system implications of the various levels of

sensor/subsystem integration. In addition, the architectural

concept includes, as the normal case, identical data and signal

processing resources. However, in a specific application it

may not be feasible to design all processing elements to

perform all jobs. Therefore, this section also addresses the

issues of non-homogeneous processing resources.

6.4.1 Standalone Subsystem

In the case of a Standalone Subsystem, the subsystem

consists of a collection of dedicated sensor elements and a set

of dedicated signal and data processing resources (hardware and

software). These processing resources are dedicated to only

this one .iob, and cannot participate in system level resource

sharing. Ihis subsystem must be self-contained in that it may

not be initially loaded by the core system, and it must

internally contain any fault tolerant features that it requires

to meet high availability/mission success goals. Self-

contained functional subsystems of this nature shall interface
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to either the Mission Avionics Multiplex Bus or the VMS

Multiplex Bus, depending upon the flight critical nature of the

function of the subsystem. In addition, if the subsystem

generates or uses as an input a video signal, it shall inter-

face to the system Video Data Distribution Network. These

interfaces are shown in Figure 6.4.1-1. The subsystem shall

possess well-defirred message structures specifying the data

that it shal' receive from the multiplex bus, and specifying.-

the data that it shall place onto the multiplex bus. The

subsystem shall be capable of participating in the system level

control procedures for operation of the multiplex bus

structure, but shall act only as a remote device in terms of

any higher level system control.

6.4.2 Shared .lata Process.inqSubsy ter

In the case of a subsystem which smares data % -

processing, the subsystem consists of a collection cf dedicated

sensor elements and a set of dedicated signal processing

resources (hardware and software). The data processing

functions associated with the subsystem are partitioned onto

parts of the array of system level data processing resources.

These data processing resources may be reassigned to alternate

functions in major mode changes or in failure recovery modes.

The signal processing resources are dedicated to only this one

job, and cannot participate in system level signal processor

resource sharing. The sigral processor resources in this sub-

system must be self-contained in that they may not be initially

loaded by the core system, and they must internally contain any

f fault tolerant features that are required to meet high

availability/minimum success goals. Subsystems of this nature
will interface to the Mission Avionics Multiplex Pus or the VMS :1
Multiplex Bus, depending upon the flight critical nature of the

function of the subsystem. If the sensor generates or uses as

an input a video signal, it will interface; to the system Video

Data Distribution Network. These interfaces are shown in .

Figure 6.4.2-1. In addition, the data processing software to •,
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support this subsystem shall reside on some part of the system

sharable data processing resources. Communication between the

signal and data processors sha'l be over the Mission

Avionics/VMS Multiplex Bus, as will communications between the

data processing function and any users of these subsystem

results. The subsystem shall possess well defined message

structures specifying the data that it shall receive and

transmit on the multiplex bus. The subsystem shall be capable

of participating in the system level control procedures for

operation of the multiplex bus structure, but shall act only as

a remote device in terms of any higher level system control.

6.4.3 Shared Data and Sinal Processi n_ i. s term

In the case of a subsystem that shares signal and

data processing the subsystem shall consist of a collection of

dedicated sensor elements and a set of dedicated sensor pre-

processing hardware custom to that subsystem. The signal

processing functions associated with the subsystem are parti-

tioned onto parts of the array of system level signal proces-

sors, and the data processing functions are partitioned onto

parts of the array of system level data processors. Subsystems

of this nature shall interface to the Data Distribution Network

to provide their data to the signal processing function, and

SIhO I I r CfIVTVI , uo a , Gd t L. itIl ta,,1aVu s a d rd r , t•,•or jciu

Control Network. These interfaces are shown in Figure 6.4.3-1.

Communications between the shared signal and data processors

shall be on the Mission Avionics Multiplex Bus. The subsystem

shall possess well-defined message structures for its data sent

to the Signal Processing, its data received from the Signal

Processing, and the communications between the shared Signal

and Data Processing Pesources. The subsystem shall be capable

of participating in the communications protocols for the Olata

Distribution Network and the Sensor Control Network.

"X4
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V'I
6.4.4 IncomEensor Interconnectivity

The fully integrated system concept assumes that a

single Sensor Data Distribution Network fully connects all

dedicated Sensor preprocessors to the full array of signal

processors. In specific implementations it may be desirable to

interconnect these elements. This case is shown in Figure

6.4.4-1 In this case, additional restrictions on the

allowable assignments of functions onto signal processors must

be taken into account in the System Executive Function.

6.4.5 Non-Homogeneous Data Processors

The basic Architectural Concept assumes as a default

case that all data processing elements are identically config-

ured, and are the lowest elements within which resource allo-

cations can occur. However, in specific system implementations

it riy be necessary to include data processing ewements whicM

possess additional resources (memory, throughput, spare re-

sources). As a result, special consideration shall have to bh

made at the system level with respect to what functions can be

assigned to these non-standard data processors, and to how

those functions can be supported in failure modes.

6.4.6 Non-Homogeneous Signal Processors

The basic Architectural Concept assumes a bank of

identically configured Signal Processors, any of which car he

assigned to any job. However, in a specific system where one

Job far exceeds the requirements of all other jobs, it may be

necessary to consider more than one configuration of Signal

Processors, As a result, additional constraints shall be

introduced into the system control process on assignment of

functions to Signal Processors in both normal and failure

modes.
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6.5 ACRONYMS

ADM Advanced Development Model
APSE Ada Programming Support Environment
ATR Air Transportable Rack
BCPE Biphase Correlator Processing Element
BMM Bulk Memory Module
CNI Communications Navigation Identification
COMSEC Communications Security
CSP Common Signal Processor
DAIS Digital Avionics Information System
DCI Dataflow Control Interface
DEN Data Exchange Network
DFN Data Flow Network
ECB Element Control Bus
EDC Error Detecting and Correcting
EMP Element Maintenance Pus
ESU Element Supervisor Unit
EW Electronic Warfare
FFT Fast Fourier Transform
FIR Finite Impulse Response
FPPE Floating Point Processing Element
FSED Full Scale Engineering Development
GM Global Memory
GPPE General Purpose Processing Element
GPS Global Positioning System
H/W Hardware
HZ Hertz (Cycles Per Second)
IDS Interface Design Specification
IHR Infinite Impulse Response
INS Inertial Navigation System
I/O Input/Output
ISA Instruction Set Architecture
,TrIDS Joint Tactical Information Distribution System
KGM Key Generator Module
LCM Load Control Module
LRM Line Replaceable Module
MAMB Mission Avionics Multiplex Bus
MBPS Million Bits Per Second
MHZ Million Cycles Per Second
MIPS Million Instructions Per Second
MOPS Million Operations Per Second
MSEC Milli-Second
NED Nuclear Fvent Detection
NSM Network Switch Module
NVBMM Non-volatile Bulk Memory Module
OFP Operational Flight Program
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PDL Program Design Language *1
PE Processino Element
PI-BUS Parallel Inter-Module Communication Bus
PVI Pilot Vehicle Interface
RISA Reduced Instruction Set Architecture
ROM Read Only Memory
RT Remote Terminal
SDDN Sensor Data Distribution Network
SDU Secure Data Unit
SEPE Sort Enhanced Processing Element
SI Sensor interface
SMS Stores Management System
SP Signal Processor
S/W Software
TCG Timing and Control Generator
TF/TA/OA Terrain Following/Terrain Avoidance/

Obstacle Avoidance
TM-BUS Test and Maintenance Bus
TRANSEC Transmission Security
TTL Transistor-Transistor Logic
UCIF User Console Interface
URT Universal Remote Terminal
V1750A V ISIC IIL-STD-I75n-A
VDDN Video Data Distribution Network
VHSIC Very High Speed Integrated Circuit
VMS Vehicle Management System
VPE Vector Processing Element

"I"

, ..
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APPENDIX A

GENERAL SPECIFICATION FOR 3/4 ATR MODULE

1.0 SCOPE.

1.1 Purpose. The purpose of this document is to establish the
general design requirements for the 3/4 ATR module.

1.2 Classification. Standard electronic modules shall be of the
following classes as specified in detail specifications:

Class II - For utilization where stringent environmental
requirements ars imposed.

Class IV - For utilization where class II modules may be
exposed to radiation.

2.0 REFERENCED DOCUMENTS.

2.1 Issues of documents. The following documents, of the issue in
effect on date of inv•i- ion for bids or request for proposal, form a
part of this specification to the extent specified herein.

SPECIFICATIONS"

MILITARY

MIL-A-8625 - Anodic Coatings, for Aluminum and Aluminum
Alloys.

MIL-E-16400 - Electronic, Interior Communication and
Navigation Equipment, Naval Ship and Shore,
General Specification for.

MIL-S-19500 - Semiconductor Device, General Specification
for.

MIL-C-26074 - Coating, Electroless Nickel, Requirements
for.

MIL-C-28754 - Connector, Electrical, Modular, and
Component Parts, General Specification for.

MIL-M-28787 - Modules, Standard Electronic, General
Specification for.

MIL-M-38510 - Microcircuit, General Specification for.

MIL-C-39003 - Capacitors, Fixed, Electrolyte (Solid
Electrolyte), Tantalum, Established
Reliability, General Specification for.
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MIL-P-50884 - Printed Wiring, Flexible, General
Specification for.

MIL-S-83490 - Specifications, Types and Forms.

STANDARDS

MIL-STD-12 - Abbreviations for Use on Drawings,
Specifications, Standards and in
Technical Documents.

DOD-STD-100 - Engineering Drawing Practices.

MIL-STD-129 - Marking for Shipment and Storage.

MIL-STD-130 - Identification Marking of U.S. Military
Property.

MIL-STD-202 - Test Methods for Electronic and Electrical
Component Parts. -

MIL-STD-242 - Electronic Equipment Parts Selected
Standards (Part I through Part 8).

MIL-STD-275 - Printed ,-W-., for E"lact•-onic EquipJment .-

MIL-STD-454 - Standard General Reqtliements for Electronic
Equipment.

MIL-STD-810 - Environmental Test Methods. "'

MIL-STD-883 - Test Methods and Procedures for
Microelectronics.

55%•

NIL-STD-961 - Outline of Forms and Instructi ns for the
Preparation of Specifications nd A ~nitc H
Documents.

MIL-STD-1285 - Marking of Electrical and Electroniu Parts.

MIL-STD-1378 - Requirements for Employing Standard
Electronic Modules.

MIL-STD-1389 - Design Requirements for Standard Electronic
Modules. 7.

(Copies of spe:ifications, standards, handbooks, drawings, and
publications required by manufacturers in connection ,wbith specific
acquisition functions should be obtained from the contracting activity
or as directed by the contracting officer.)

"i-i
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2.2 Other publications. The following documents form a part of this
standard to the extent specified herein. Unless otherwise indicated,
the issue in effect on the date of invitation for bids or request for
proposal shall apply.

Handbook H4-2 - Federal Supply Code for Manufacturers
(United States and Canada) Code to Name.

Handbook H6 - Federal Item Name Directory.

(Applications for copies should be addressed to the Defense Logistics
Agency, Defense Logistics Service Center, Battle Creek, Michigan
49016.)

BUMED INSTRUCTION 6270.3- Personnel Exposure Limits Values for Health
Hazardous Air Contaminants.

(Applications for copies should be addressed to Naval District
Washington, Supply and Fiscal Department (Code 514.3), Washington Navy
Yard, Washington, DC 20390.)

2.3 Order of precedence. In the event of conflict the requirements
specified in the contract, the detail specification, MIL-M-28787, this
specification, and the documents referenced herein shall govern in
that order.

3.0 REQUIREMENTS.

3.1 General requirements

3.1.1 Specifications and standards. All modules shall be in
accordance with the requirements of the detail specification,
MIL-M-28787, this standard, and MIL-STD-1378. Exceptions and
alternates or equivalent materials, parts, processes, documentation,
and so forth, shall be approved prior to their use in the design of a
module.

3.1.2 Mechanical configuration requirements. The basic mechanical
configuration of the module and connectors shall be as shown on figure
1 with incremental growth in thickness specified in table I.

3.1.3 Electrical configuration requirements. Electrical function and
pin assignments shall be in accordance with table II. The maximum
allowable current for each contact pin shall be 3 amperes dc or ac
rms.

3.1.3.1 Preassigned dedicated pins: (see table II). Pins assigned
functions which are not marked with an asterisk (* = optional) shall
be considered preassigned and dedicated. Such pins shall be used for
"their preassigned function and used in accordance with the rules
stated below or left unused.
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6.41

SECTIM~ Ar-A

.191

lln 9 A 1 C 017 .115 2 ~X .122

INCHES6 W0 INCHES 30K INCHES 304
.001 0.03 .025 0.64 .193 4.90
.002 0.05 .040 1.02 .210 5.33
.003 0.08 .04 1.0 .265 6.73
.004 0.10 .050 1.27 .270 6.86
.005 0.1? .0625 1.59 .465 11.81
.006 0.15 .100 2.54 4.890 124.21

.007 0.16 .110 2.79 4.940 125.48

.010 0.25 .115 2.92 5.440 138.18 .q;"

.01 0.3 .125 3.18 5.880 149.352

.020 0.51 .128 3.25 5.885 149.48
,022 0.56 .19 4.8 6.26 159.0

6.41 162.8

UNLESS OTHERWISE SPECIFIED TOLERANCES ARE:
3 place decimals + .005
2 place decimals + .01

NOTES:

1. Rib feature shall be contained vithin a .055 inch (1.40mm) maximum
zone for the .050 inch ribs and a .130 (3.30mm) maximum zone for the
.125 inch ribs.

2. Rib surface finish of 25 aicroinch or better. ,A

3. Dimensions are in inches.

4. Metric oqiivalentv are q•ven for getnata! information only.

5. Maxim- Componet area width of 5.44 inches allows minimum
rib vidth of .22 inches. Maximum rib width is .30 inches
which allows component area width alnizmu of 5.28 inches.

N

FIGURE 1. Module configuration.
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A BC DI D2
FIGURE 1. Module configuration -continued.

A B C Dl D2
Module pitch i/ .3 .4 .5 .6 .6 2/

(8) (10) (13) (15) (15)
Module thickness .280 .380 .480 .580 .580

(7.11) (9.65) (12.19) (14.73) (14.73)
Maximum number pins 100 150 200 250 250
Rib thickness (ZZZ) .050 .125 .125 .125 XXX 3/

(1.27) (3.18) (3.18) (3.18)
Dimension NN (max) .152 .202 .252 .152 .302

(3.86) (5.13) (6.40) (3.86) (7.67)
Dimension YY (max) .152 .202 .252 .452 .302
_ (3.86) (5.13) (6.40) (11.48) (7.67)

* Notes:
_/ Pitch refers to the distance between module centerlines for system
packaging purposes.

2 The .6 inch (15mm) pitch module configuration can increase in
thickness in .1 inch (2.5 mm) increments with no increase in contact
pin count.

Module configuration D2 can have either one rib at .125 inches
(3.18mm) thick or two ribs at .050 inches (1.27mm) thick each.

4/ The dimensions are from the center of the two basic guide rib
profiles to locate connector lateral extreme displacement.

A/ Dimensions are in inches.

6_/ Metric equivalents are given for general information only.

TABLE I. Module growth.
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SEE C•TAIL A

In PmIl CMICHrLt

ALPHA KEY PIll BETA KEY PIll

Fjý~~. WV". Ii

ps In rim~ ,." its

Pulse

-. 4,

SCE DET¶AIL A

159 PHi COMMECT1

ALPHA KEY PIM ,._"_____ , BETA KEY PIll

I • •.................................::....'-
___________ 
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EE 0

SEE DETAIL A

too Pill ICOMCTM

FIGURE 1. Module configuration continued.
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RwRow Row Row Rowv

A 8C D E

1. +S Y 51. +5 5V 101. 151. +S V" 201. ÷5 V
2. 52. 102. 1S2. 202.
3. *V 53. +V* 103. 153. +V* 203. +V'
4. 54. 104. 154. 204.
S. GNO* 55. GNO* 105. 155. GNO* 205. GNDC
6 56. 106. 15f. 206.
7. 57. 107. 157. 207.
8. 58. 108. 1C8. 208.
9. 59. 109. 159. 209.

10. GND 60. GW0* 110. 160. GNO* 210. -GND
11. Fran GND 61. 111. 161. 211. r7-•
12. 62. 112. 162. 212.
13. 63. 113. 163. 213.
14. 64. 114. 164. 214. GNC
15. Analog GND 65. Analog GNO' 115. 16S. Analog GND* 215. Analog GND*
16. 56. 116. 166. 216. d,•
17. 67. 117. 167. 217.
18. .5 V' 68. .5 V* lie. 168. +5 V* 218. +S V*
19. 69. 119. 169. 219.
20M "V dc(l)* 70. -V dc(l)* 120. 170. -V dc(1)* 220. -V dc(l).
21. 71. 121. 171. 221.
22. 72. 122. 172. 222.
23. 73. 123. 173. 223.
24. 74. 124. 174. 224.
25. GND 7S. GNO* 125. 175. GN0* 225. GNO
26. 76. 126. 176. 226.
27. 77. 127. 177. 227.
28. 78. 128. 178. 228.
29. 79. 129. 179. 229.
30. 80. 1130. 180. 230.
31. +S V" 81. +5 V* 131. 181. +5 V* 231. +5 V* jt
32. 82. 132. 182. 232.
33. *V 83. *Y 133. 183. +V* 233. +v
34. 84. 134. 184. 234.
35. GND 85. GND" 135. 185. GNO* 235. GNO
35. 86. 136. 186. 236.
37. 87. 137. 187. 237.
38. -V dc(2) 88. -V dC(2)* 138. 188. -V dc(2)* 238. -V dc(2)
39. 89. 139. 189. 239.
40. GND 90. GND* 140. 190. GND* 240. GND
41. 91. 141. 191. 241. CONN GRD (Not
42. 92. 142. 192. 242. applicable
43. 93. 143. 193. 243. for molded
44. 94. 144. 194. 244. connectors) S
45. GNO" 95. GNO" 145. 195. GND" 245. GND"
46. 9;. 146. 196. 246.
47. 97. 147. 197. 247.
48. 98. 148. 198. 248.
49. 99. 149. 199. 249.
50. +5 V 100. +5 V* 150. 200. +5 V* 250. +5 V-

* Means optional.

TABLE II. Pin function (50-250 pins).

A-8
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3.1.3.2 Optional p in assignment: (see table II). Pins assigned
functions marked with an asterisk (*) shall be considered optional
pins. They shall be used for their preassigned function or in
accordance with the rules stated below.

a. Functions shall appear on dedicated pins before they
appear on optional or unassigned pins.

b. Functions shall appear on optional pins before they appear
on unassigned pins.

c. Fixed voltages of different potentials shall not be
assigned to adjacent pins.

d. Any unused pins shall be isolated (not connected to any
other used or unused pins).

e. Pins assigned as dedicated or optional pins may be
considered as unassigned only after all the following
conditions exist:

(1) The pin is not required for the preassigned
function.

(2) There is a lack of pin availability.

(3) All other pin assignment requirements are met.

f. Optional pin locations shall be used for nonassigned
functions before dedicated pins are used for nonassigned
functions.

g. The analog ground shall only be used when two types of
grounds are required. These two types of ground pins
shall not be connected together internal to the module.
Power ground shall be used if only one type of ground is
required.

3.1.3.3 Connector pin assignments. The use of connector pin
assignments of table II shall be as follows:

a. For a 100 pin input/output connector use rows A and E.
Pins are to be numbered consecutively.

b. For a 150 pin input/output connector use rows A, B, and E.
* Pins are to be numbered consecutively.

c. For a 200 pin input/output connector use rows A, B, D, and
E. Pins are to be numbered consecutively.

A-9
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d. For a 250 pin input/output connector use rows A through E.

e. Figure 1 and Table I and II demonstrate configurations for 250 pin6
naximum. For a connector with more than 250 pins add a second row C
for 300 pins and a third row C for 350 pins.

3.1.4 Thermal requirements. All modules shall be designed to be cooled through
the ribs and shall be capable of being cooled by the rib with no other heat loss.

3.1.5 Environmental requirements. The following environmental requirements apply
eccept as modified in 3.2.7.

3.1-5.1 Operating environmental requiremente. Modules shall withstand without
damage, the operating environmental requirements of MIL-M-28787.

3.1.5.2 Nonoperating environmental requirements. Modules shall withstand, without
damage, the nonoperating environmental requirements of MIL-M-.28787.

3.1.5.3 Itydrogen atmosphere. Modules using metal oxide thick film resistors shall

be capable of passing the hydrogen atmosphere test specified in MIL-M-28787.

3.2 Detailed requirements.

3.2.1 Modulp ronetructi.on. Modles sh-!ll conform to the design, construction,-.-..;
and physical dimensions specified herein and in MIL-M-28787. Modules of a given key
code shall be mechanically and electricall interchangeable regardless of the system
in which they are used when operated within the required module design limits.

3.2.1.1 Configuration. The basic module size has a span of 5.88 inches (149.4 am)
maximum, a thickness of 280 Inches (7.11 mm) maximum, and ts 6.68 inches (169.7 mm)
maximum in total height. Modules may increase in thickness in accordance with table
I. Dimensions and tolerances shall be as specified on figure 1.

3.2.1.2 Circuitry. The module shall have a mi.imunum clearance of .015 inch (0.38 mm)
around all edges of the substrate or printed-wiring board. The printed-wiring hoArd
shall be further reduced to allow for insertion of module extractor and prevent
component damage durinj' module extraction. ,

3.2.1.3 Module depth. The only parts of the module that shall extend below the inter- %,"
face plane are the keying pins, contact pins, and pin shields unless otherwise spec--
ified in the detailed m-)dule specification. -

3.2.1.4 Module frame. The module frame shall include module rib structures and
extraction capability. The module frame may also include protective covers and thermal
clamps mounted to the rib structures. A module with thermal clamps mounted to it
may violate the module envelope shown on figure 1. Hlowever, the clamps must be
removable and the module without the thermal clamps mounted to it must fit within
the envelope. The covers shall assist in IMI and CBR protection, and shall
not violate the module envelope. .•. '-

A-10 " -, "



SPA 90099001A
16 January 1987

3.2.1.4.1 Module rib structure. The basic module configuration shall
have a minimum of two ribs: one located at the alpha end and one
located at the beta end of the module. The module ribs shall perform
the following functions:

a. Alignment during insertion or extraction.

b. Retention.
c. Cr-oling. •

The rib configuration and location is shown on figure 1. Modules of
.3, .4 and .5 inch pitch shall have two ribs; one located at the alpha 21
end and one located at the beta end of the module. These ribs shall
be located as indicated in figure 1 and table I. Modules of .6 inch
pitch shall have either two or four ribs. If four ribs are utilized,
two shall be located at the alpha end and two shall be located at the
beta end of the module. These ribs shall be located as indicated in
figure I and table I. If only one rib is used on each end, it shall
be located as indicated in figure 1 and table I. All ribs shall have
a thickness as shown on table I.

3.2.1.4.1.1 Rib strength. The individual module ribs shall withstand
a torque of 10 inch-pounds (1.13 newton-meters) minimum maintained for
10 to 15 seconds. There shall be no detrimental effect to the
mechanical integrity of the module.

3.2.1.4.2 Module extractor interface. Modules shall either have two
extractor holes louated as shown on figure I or an alternate means of -
insertion/extraction. The latter may violate the module envelope. If
extractor holes are present, modules having a thickness of 2.090
inches (53.09mm) or greater shall have two sets of extractor holes. V,
The second set shall be located within the last .3 inch (8 =a) of the
module and meet the location requirements shown on figure 1. •C

3.2.1.5 Module header structure. The module header shall perform the
following funct-ons:

a. Module identification.

b. Module insertion.

c. Component protection.

d. Test point access.

?.2.1.5.1 Module identification. The module identification header
shall have the configuration and marking as specified on figure 2.

" 3.2.1.5.2 Module insertion. The header structure shall be capable of
withstanding 100 pounds (445 newtons) of insertion force.

A-II
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IEM cINT Sn SYMBM-

DfATE OD
- J- CE.PTZFCA1WII

FITICH F4
.4 4t444 L041/243$2 A

P1104

S.,1.2 5 0 MAX .W A ~ p.09 MIN-
.151 MIM',. I 1.5
.650 1IN4 V.125 MAX.
.68 MAX.

.60 MIN,
1.89 MAX.

ALP C131 W :,'-i0l! BET' A KEYJhIG PfJl h
K]EYJMG piN COfr'Acil

THESE AREAS RESERVED (ZITHIER
SIDE OF MODULE FOR THE MARKING
OF NAME AND PART NUMBER, REVISION

INCHEZ xM LETTER, AMZNDKMNT NUMBER, RAM/
.03 0.6 ROM TEST CODE, AND MANUFACTURER'S
.050 1.27 IDENTIFICATION. "JAN" OR "J"

09 2.3 CERTIFICATION MARX SHALL PRDCE)E
.125 3.18 THE PART NUMB'R (SEE 3.2.2.3).
.250 6.35 "
.3 8

.5 13.60 15.23"
.6 15 ,

1.860 45.7
1.90 48.5

VOTES:
1. Dimensions are in inches.
2. Metric Oquivalents are given

for information only.

FIGURE 2. Module marking areas.
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3.2.1.5.3 Component protection. The header structure shall be designed to help
prevent component damage during exposure to insertion and extraction.

3.2.1.5.4 Test point access. The module header shall provide readily accessible

test points, however, all final electrical acceptance testing shall be performed

through the (Lnput/output) connector pins on the module. All individual modules
shall be designed such that the removal of the header shall in no way effect the
proper functioning of the module.

3.2.1.6 Pin shields. Modules shall be provided with pin shields to protect the
contact pins. Modules shall have pin shields adjacent to each outside row of module
pins. Pin shields shall be nt a nonconducting material or if of a conducting material,
the outside surface of the shield shall be treated in a manner that will prevent
conduction into the base conducting material.

3.2.1.6.1 Pin shield retention. The pin shield shall withstand a force of 4 pounds

(18 newtons) minimum maintained for 10 to 15 seconds without separation from the
module or damage to the pin shield. This requirement shall be met after exposure
to all manufacturing process temperatures including preconditioning.

3.2.1.7 Module connector. All connectors shall be in accordance with the requirements
specified herein and in MIL-C-28754. The basic module connector shall have two
rows of 50 metal bayonet type contact pins. Modules of .4, .5 and .6 inch (10, 13,
and 15 on) pitch may increase contact pin quantity to three, four, and five rows
of 50 contact Dins with all rows of 50 pins to be complete. Multiple growth modules

may increase contact pin row quantities with each row of pins complete. Up to
7 rows of 50 pins is maximum allowable. Modular connectors which support digital,
RF, and fiber optic contacts are permitted. T.ý

3.2.1.7.1 Connector location. The location of connectors shall be as shown on
figure 1. Each connector shall have contacts identified by numbers indicating the
first and last pin of the row closest to the pin shield as shown on figure 1.

3.2.1.7.2 Module contac ins. The number of contact pins on the module shall be
specified in the detail specification. The contact configuration is controlled only
on that part of the contact pin protruding from the module connector surface (the
interface plane).

3.2.1.7.2.1 Contact pin location. The location of contact pins shall be as shown
on figure 1.

3.2.1.7.2.2 Connector contact integrity. Each contact pin, as mounted in the connector,
shall withstand an axial force of 20 ounces (5.6 newtons) minimum applied in 2 to 10
seconds along the length of the contact blade in either direction and maintained
for 10 to 15 seconds.
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3.2.1.8 Modulekyin. Each module is assigned an alpha or alpha numeric key code.
The first letter indicates the style and angular position of a keying pin in the
alpha keying pin location and the last letter designates the style and angular position
of a keying pin in the beta location. The following paragraphs provide a sample
keying scheme.

3.2.1.8.1 Keying pin locations. There are two keying pin locations on each module
designated alpha and beta. The alpha and beta keying pin locations are near the lowest
and highest numbered connector pins in the first row, respectively, as shown on

figure 3. Keying pins on a mulitple growth module should be located at the extreme 'I

ends of the first module increment having a connector.

3.2.1.8.2 KeTing pin orientation. Keying pins shall be oriented to agree with the
basic angle specified for the module by the code letters on figures 4, 5, or 6.
Figure 4 illustrates the module axis and specifies the tolerance for angular positioning.

3.2.1.8.3 Keying pin styles. Keying pin styles shall be in accordance with
figure 7.

3.2.1.8.4 Keying pin sets. Only the keying pin styles and keying pin locations
in table IiI are permitted.

3.2.1.8.5 Keying pin integrity req!ement. When installed in the module, the
keying pins shall meet the following integrity requirements. ,

3.2.1.8.5.1 Keylrg pil torque. Each key pin shall withstand a torque of 20 inch- .
ounces (0.14 newton-meter) minimum applied in 2 to 10 seconds and maintained for 10
to 15 seconds. 4

3.2.1.8.5.2 Keying pin pullout. Each key pin shall withstand a pullout force of
9 pounds (40 newtong) minimum applied in 2 to 10 seconds and maintained for 10 to
15 seconds. , .

3.2.1,8.5.3 Keying pin pushout. Each keying pin shall withstand a pushout force
of 40 pounda (178 newtons) applied in 2 to 10 seconds ard maintained for 10 to
15 seconds. The force ehall be applied in the oppositie direction as the force in .,' .3.2.1.8.5.2.

3.2.1.8.5.4 Keying pin cantilever load. Each key pin shall withstand a cantilever
load of 10 pounds (44 newtons) minimum applied in 2 to 10 seconds and maintained for
10 to 15 seconds.

3.2.1.9 Printed wiring boards and printed wiring assemblies. Printed wiring boards
and printed-wiring assemblies shall conform to the following requirements. .

A- w-).
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AA

AL.PHA KCYZIG Pdtl J1rl'A KICYzrG PIN

ppp

_=_________ , p.!

LMti LimI

INCHES mm
.003 0.08
.050 1.27
.150 3.81

5.200 132.08

NOTES:

1. Dimensions are in inches.
2. Metric equivalents are given for general information only.

'p

FIGURE 3. Keying pin location.
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Location Style of Notes

.l p h a I _L B C o m b i n a t i o n,

Style 1 Style 1 Style 1/1 See figure 5
Style 1 Style 2 Style 1/2 See figure 4Style 2 Style 2 Style 2/2 See figure 6

TABLU. III. Keying pin styles and locations.

LOCATION. - . .,

r AA -J A-$ AIR A-C A-L AID A-m A-if A-N A-A- A-0 - A- A.f
Al j:A J- 4- J-0 4J-C iB-L J-D J-%6 *jE £ -N J-P J-0 J-6 .J-4 i-m J

-- -- t---.

9OoA 6-4 6-S 0-.E 6-'C 111L 1-0 S1-M 6-. @; D-K 6-p -4' E. -0 @-" t P VK-A X_.J K-* 9-9 K-C 9-6. X-0 K-N K-C K-N K-11 K-P 9- K- 0 -1 K-0 1

I, '.< '-

47A IO-J C-6 C-9 C-VCIGL CID C-#m C.C C-N C-P I C-P C-0 C-0 C-01 C-p ?'
C L. A L-il L-6 1.-K L-6 L-L L-0 LI-M L- 1 L-NH L-F L-P F - - -1 ,I

D4~II-A ri-. 0-8 0-K 0-Z V-L 0.-D 0-m 0-9 0-N 0-11 0-0 0-8 0-0 0-H4 0-;MIA w-J M-6 NWK N 1-C Nd-L N-0 111-11 M-1. M-N N-P M.Pa-p We -0 M41 N*i P

A A 9 1 I-1 9 A IC 1 -16 9- 
"""49- / I- -A C 0 - -

%-'A #4- 4 ft - NW -C *-L W- N-N N-if W-W W-F N-P M-6 N-0 N-H so-Pt

?-A -J V-6 f-.a F-C ?-I. 0P-D #F-M Fr-i F-N F-F P-p p,-G p-0 F. Io F-4
-- -c - -L- PI_ ~ o 6 - . ~

F -A -J-I0-9 O*C 0-1. 4-0 64G-11 aU-" G-N8- 8"0 a-4 0-0 U-K 0-M
6I a0-A k- H-0 W-K 04-C -14,L~ K0- -KIM -~o g.0 - -' -

FIGUR 4 ~___lartj (viewinq connector as s'hown on f igUre 3)
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2.4

V0g ax hV glee

als -o -e.

X. Xd # '

i77 L~ S~ •., .'.

r v'"

"-- -~n

FIGURE 6. S ty,._L kejin.chart (viewing connector as shown- on figure 31.
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•5

ONFIGURATIONV

INTERFACE LINE

.27z .0, -27z .01

-e. O Z7:.OIa4>St
S 90" REF

. 0 5 Z .00 1 
r A0

SU'- 100 .0 .125 .0

Io -oo -Vo .,,-.?5.0o .00
PIN STYLE NO, PIN STYLE NO. 2

INCHES M
.001 0.03
.01 0.3
.02 0.5
.050 1.27
.075 1.90

"2.54
.125 3.18
.27 6.9

K

NOTES:
1. Dimensions are in inches.
2. Metric equivalents are given 'for general infonrination only.

FIGURE 7. Module keying)pin styles.
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3.2.1.9.9 Rigid printed-wiring boards. The design of rigid printed-wiring boards

shall conform to the requirements specified in MIL-STD-275. Equivalent materials,
processes, requirements, and so forth, shall be utilized only when approved by the

SSEMP-QAA. These equivalent materials, processess, requirements, and so forth, shall

be documented and forwarded to the SEMP-QAA for review and approval.

3.2.1.9.2 Printed-wiring assemblies. The design of printed-wiring assemblies shall
conform to the requirements specified in MIL-STD-1389, appendix F. Equivalent
materials, processes, requirements, and so forth, shall be utilized only when
approved by the SEMP-QAA. These equivalent materials, processes, requirements,
and so forth, shall be documented and forwarded to the SEMP-QAA for review and

approval.

3.2.1.9.3 Flexible printed wiring and assemblies. Flexible printed wiring and
assemblies shall conform to the requirements of MIL-P-50884, type B. Performance,
quality assurance, and workmanship shall be in accordance with MIL-P-50884.

3.2.1.10 Materials. Materials used in the manufacture of modules shall conform to
the requirements specified herein and shall be certified in accordance with applicable

specifications where required. When a material is not specified, a material shall
be used which will enable the module to satisfy the requirements specified herein.
Acceptance or approval of a constituent material shall not be construed as an
assurance of the acceptance of the finished product.

3.2.1.10.1 Use of toxic material. Materials which are capable of producing dangerous
gasses or other harmful toxic effects as defined in BUMED INSTRUCTION 6270.3 over

the temperature range of -55 C to + 125 C, while burining, shall not be used unless

suitable nontoxic material is not available.

3.2.1.10.2 Use of flammable material. Materials used in modules shall be in accordance
with the requirements of MIL-STD-h54, requirement 3, and shall be self extinguishing
within 5 seconds after removal of flame.

3.2.1.10.3 Use of material affected by fungus. Materials used in modules shall not
support fungal growth when tested in accordance with MIL-STD-810, method 508.

3.2.1.11 Finishes and protective treatments. The finishes and protective treatment
of surfaces shall enable the module to meet the requirements specified herein.

Acceptance or apporval of a finish or protective treatment shall not be construed
as an assurance of the acceptance of the finished product. MItE-1640o shall be used

in the selection of finishes and protective treatments.

3.2.1.11.1 Module surface finish. The surface finish of the module shall be free
of any imperfections that have a detrimental effect upon the performance of the module.

The surface of the ribs shall be machined smooth and 25 microinch (0.00064 mm) or

better.

A-20
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3.2.1.11.2 Copper and copper composite frame platinq. All copper and "-.'
copper composite frames shall be electroless nickel plated in
accordance with MIL-C-26074, class 1, grade A.

3.2.1.11.3 Aluminum frame platingc. All aluminum frames shall receive
an anodic treatment in accordance with MIL-A-8625, type III, class 2,
black.

3.2.1.11.4 Connector body plating. Any aluminum parts utilized on
the connector shall receive an anodic treatment in accordance with
MIL-A-8625, type III, class 2, black.

3.2.1..1.5 Conformal coating. The conformal coating shall be in
accordince with the requirements of MIL-STD-1389, appendix F. The
conform•al coating shall be a continuous, homogeneous, fully cured
material which covers all components, leads, and circuitry, except --
grounding surfaces. The coating thickness may vary with the
irregularity of the module surface. (K.

3.2.1.12 Weiqht. Modules shall be designed for minimum weight
consistent with reliable circuit operation.

3.2.2 Module gaarking. All modules shall be identified and marked
with approprate identifiers as specified herein. Figure 2 specifies

he -marking areas for the following information:

a. Key code. '

b. Module part number, revision letter and amendment number.

c. Certification mark.

d. Module name.

e. Serial number.

f. Manufacturer's information.

1. Manufacturer's identification.

2. Date code.

g. Connector contact identification.

h. Electrostatic discharge m&rking (ESD).

i. PAM/ROM test code.

j. �ROM/PROM program code. .'-'-

A-23.] 0.",
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All markings excluding key code shall be a minimum of 0.06 inch (1.5
mm) high and shall be located as shown on figure 2 and applied in
accordance with MIL-STD-130. All marking shall be in a contrasting
color to the surrounding module area. All marking shall be pernanent
and legible in accordance with MIL-STD-1285.

3.2.2.1 Module key code. The key code assigned to each module shall
be marked as shown on figure 2. The marking is located at the alpha
end of the module on the top surface of the identification header.

3.2.2.2 Module part number and revision status. The module part -
number, revision letter, and amendment number shall be marked as shown
on figure 2. This information is located in the same area as the
manufacturer's information. All standard module part numbers will be
assigned by the SEMP-DRA. Requests for part number assignment shall
be prepared and submitted in accordance with MIL-STD-1378. Modules
documented with MIL-STD-961 military specifications shall be markedwith the revision status of the specification to which the modules "
were tested. This marking shall be as follows:

M 28787 123 -1 A

I I i I I I,,[
I I I I I I

Military Specifi- Detail Environ- Detail. netxi- ll
specifi- cation specifi- mental specifi- specifi-
cation number cation class cation cation

number revision amendment
number number

For example, a module could be marked M28787/123-1 A(l). ;4k.
Environmental class I shall be indicated by a -1, environmental class
II shall be indicated by a -2, environmental class III shall be
indicated by a -3, and environmental class IV shall be indicated by a
-4. The detail specification revision letter and amendment number are
not a part of the module part number and shall be left blank if none
exi^ts. The example part number is not intended to designate a length
of field requirement. The length of the part number will vary
according to the applicable detail specification.

3.2.2.2.1 Module part number and revision status for special modules.
Part numbers for special modules, as definedin MIL-STD-1378, w•ll be
assigned as directed by the acquisition activity. Special modules
shall be marked with the revision status of the document to which the
modules were built.

3.2.2.3 Certification mark. All modules that meet the requirements
of MIL-M-28787 and the detail specifications shall have the Government
certification mark "JAN" or "J" marked as shown on figure 2.

A-22 .
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3.2.2.4 Module item name. Each module shall have its item name
marked in the area shown on figure 2. The item name and
manufacturer's information shall be oriented such that both are
readable from the same point of view. The name marked on the module
shall agree with the item name in the title of the detail
specification, however, abbreviation in accordance with MIL-STD-12 is
permissible. The module design activity is responsible for generation
of an approved item name. The item names in H6 shall be used if they
appropriately describe the module. When H6 does not list an item name
which appropriately describes the module, an item name shall be
developed in accordance with MIL-STD-961. The SEMP-DRA is the
approval source for item names.

3.2.2.5 Manufacturer's information. The following information shall
be marked on each module at the locations shown on figure 2. No other
module manufacturer's part number shall be marked on the module.

3.2.2.5.1 Manufacturer's identification. Each module shall be marked V
with either the manufacturer's identification code or fanufacturer's
name. The manufacturer's code, if utilized, shall be a numerical code
as listed in H4-2. A test code assigned by the SEMP-QAA for each
vendor's integrated circuit type used shall be marked on each RAM/ROM
module in the area specified for the manufacturer's identification.

3.2.2.5.2 Serial number. Each module shall have a serial number IN
including vendor's designation. The serial number is located -n the
top surface of the same fin/header used for marking the key code. The
serial number shall consist of five digits with significant digits VI
prefixed with zeros as required. The serial number shall be affixed
to the module prior to electrical acceptance test.

3.2.2.5.3 Serial number sequence. Each module manufacturer shall
serialize each module manufactured under th( requirements of the SEMP.
The serial number for any given key code will start with number I -nd
continue in numerical sequence as many times as the module is
manufactured regardless of contract or customer.

3.2.2.5.4 Vendor designation. A single or double alpha character
shall be assigned to each module manufacturer contracted to produce
modules. The designation shall be prefixed to the module serial
number. Request for a vendor designation shall be submitted to the
SFMP-DRA.

3.2.2.6 Date code. Each module shall be marked with a four digit
date code designating the year and the week of manufacture. The first
two digits of the code shall be the last two numbers of the year and
the third and fourth digits of the code shall be the calendar week.
When the number of the week is a single digit, it shall be preceded by
a zero. The date code for a given module shall be the calendar week
in which the last major manufacturing assembly process occurred prior
to the final acceptance inspection plus or minus one week.
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3.2.2.7 Electrostatic discharge (ESD). Modules that are determined
by the SEMP-QAA to require special handling due to sensitivity to

electrostatic discharge (ESD) by prior knowledge of device
technologies or by testing to MIL-M-28787 shall be marked in the areas
shown on figure 2 with the sensitive electronic device symbol
specified in MIL-STD-1285. If the minimum symbol size specified in
MIL-STD-129 can not be met, the size shall be maximized for the
particular fin configuration.

3.2.3 Module mechanical requirements. The following mechanical
requirements apply.

3.2.3.1 Module integrity. Each module, with the connector assembled
shall withstand without damage or separation on minimum axial force
normal to the interface plane equal to 100 pounds (445 newtons) on
insertion and 4 ounces (1.11 newton) per contact on extraction. The
total computed force shall be applied to the module to simulate module W
insertion and extraction. The force shall be applied in 2 to 10
seconds and maintained for 10 to 15 seconds.

3.2.3.1.1 Module extractor integrity. The extractor structure shall
provide the strength required to extract the module and meet the
requirements of 3.2.3.1.

3.2.3.1.2 Module header intenrity. The header structure shall
provida the strength requi"red to install the -madUle an-3 rmeet- the
requirements of 3.2.1.5.2.

3.2.3.2 Module torqSue. The module shall be capable of withstanding a
6 inch-pound (0.68 newton-meter) torque applied in 2 to 10 seconds and
maintained for 10 to 15 seconds in both directions along the header inI
a direction perpendicular to the plane of the header without
detrimental effect to the mechanical or electrical properties of the
module. During the time the torque is applied, the module shall be
rigidly supported within a zone between the interface plane and 0.5
inch (13 mm) above the interface plane.

3.2.3.3 Module cantilever load. The module shall be capable of

withstanding a force of 2 pounds (9 newtons) applied perpendicular to Zý%X
the header height along the centerline midway between the two
extractor holes. The force shall be applied in two directions and
shall be applied in 2 to 10 seconds and maintained for 10 to 15
seconds without detrimental effect to the header structure.

3.2.3.4 Durability. The module shall be capable of withstanding 500
cycles of inating and unmating with no degradation of module
performance. The module shall also be capable of withstanding 500
cycles of lateral displacement to simulate the use of thermal clamping
devices. The lateral displacements may be included in the
insertion/extraction sequences or completed after the
insertion/extraction cycling.

3.2.4 Module electronic desn ret irements. Modules shall be
designedin accordance with the following requirements.

A-2h
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3.2.4.1 Personnelsafety. Modules with voltages exceeding 30 volts
(direct current or alternating current root mean square) to ground
shall have exposed conductive frame surfaces (except for pin shields
and key pins) connected to either the 0 volt or chassis ground contact
pin. The maximum resistance between the ground pin and the exposed
conductive frame surfaces shall be 1 ohm.

3.2.4.2 Powered socket. The detail specification for modules
containing device technologies which cannot be protected by the module
design during removal or insertion into a powered socket must contain
caution notices of susceptability to damage.

3.2.4.3 Component selection. Electronic components and hardware used
in modules shall have a demonstrated quality level and environmental 1'
performance equivalent to or better than that of available military
parts. Nonhermetically sealed packaged relays and semiconductor
devices having hermetically sealed equivalents shall not be used.

3.2.4.3.1 Germanium semiconductors. Germanium semiconductors shall
not be used.

3.2.4.3.2 Discrete semiconductors. Discrete semiconductors shall be
in accordance with the requirements of MIL-S-19500 and shall be
selected according to the following priority list. Devices listed inb; c, and A shall be approved by the SEMP-Q.A. prior to usc.

a. MIL-S-19500 JANTX devices listed in MIL-STD-242.

b. Other MIL-S-19500 JANTX devices. V

c. Devices being considered for a MIL-S-19500 JANTX
detail specification. Devices shall be equal to or
better than MIL-S-19500 devices.

d. Other devices. Devices shall be equal to or better than
MIL-S-19500 devices.

3.2.4.3.3 Integrated circuits. Integrated circuits shall be in
accordance with the following requirements.

3.2.4.3.3.1 Quality requirements. Integrated circuits shall be in
accordance with the requirements of MIL-M-38510, class B. The module
supplier shall use MIL-M-38510 JAN QPL devices dhen available or
procure other devices with equivalent specifications. All equivalent -
specifications shall be submitted to the SEMP-QAA for approval prior .71
to initial qualification. Equivalent specifications shall include:

a. The screening shall be in accordance with MIL--STD-883,
method 5004, class B.

b. Quality conformance shall be demonstrated in accordance -
with MIL-STD-883, method 5005, groups A, B, C, D, and E
(if applicable), class B.
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c. Generic data is acceptable for demonstrating quality
conformance in accordance with MIL-STD-883, method 5005,
groups C and D, class B. A generic family shall be
electrically and structurally similar integrated circuits.
They are designed to perform the same type of basic
circuit function using the same basic circuit element
configuration and differ only in the number of
identically specified circuits which they contain.
They are designed for the same supply, bias, and signal
voltages and for input-output compatibility with each
other under an established set of loading rules. They
are enclosed in packages of the same construction and
outline, differing only in the number of active external
package leads included or used and made from the same
materials by use of the same processes.

3.2.4.3.3.2 Selection reguirements. Integrated circuits shall be in
accordance with the requirements of MIL-M-38510 and shall be selected
according to the following priority list. Devices listed in b, c, and
d shall be approved by the SEMP-QAA prior to use.

a. MIL-M-38510 JAN microcircuits listed in MIL-STD-242.

b. Other MIL-M-38510 JAN microcircuits.

c. DESC Selected Item Drawing Microcircuits.

d. Other microcircuit devices shall be equal to or
better than MIL-M-38510 JAN devices.

3.2.4.3.3.3 Restricted usa e. Memory devices of identical size and
configuration from different suppliers shall not be mixed on
individual modules.

3.2.4.3.3.4 Substitution re irements. A MIL-M-38510 part may be
substituted if the quality requirements are met for a vendor approved

DESC drawing procured part may be substituted if the quality
requirements are met for the module vendor approved SCD.

3.2.4.3.4 Passive components. Passive components shall be selected
according to the following -piority list. Devices listed in c and d
shall be approved by the SEMP-QAA prior to use.

a. Established reliability (ER) specification parts (minimum
level P if multiple sources exist) listed in MIL-STD--242.

b. ER parts (minimum level M if required to achieve multiple
sources) listed in MIL-STD-242.

c. Other ER parts.

d. Conventional military specification parts.
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e. ER parts that use the Weibull failure rate prediction
method, such as MIL-C-39003, shall require a "B" minimum
failure rate level.

3.2.4.3.5 Hybrid microcircuits. Hybrid microcircuits shall be in
accordance with the requirements of MIL-STD-883 and MIL-M-38510, or ?.
equivalent.

a. Hybrid microcircuits which are contained in packages
having an inner seal perimeter of 2.0 inches (51 mm)
or greater shall be in accordance with the requirements
of MIL-STD-883, method 5008.

b. Hybrid microcircuits which are contained in packages
having a seal perimeter of less than 2.0 inches (51 mm)
shall be in accordance with the requirements of N
MIL-STD-883, method 5004 and 5005, class B, or method
5008.

All equivalent specifications shall be submitted to the SEMP-QAA for
approval prior to initial qualification.

3.2.5 Thermal requirements. The following thermal requirementsaipply.-.•

3.2. 5. h! t diss ipation. Modules h•l be dasigned to ensure t'hat.
crftical component temperatures are not exceeded when modules are
operated at typical power at the maximum thermal interface temperature E
for the appropriate class.

:.2.5.2 Typical power dissipation. Typical power dissipation means -".the nm ximum recommended power dissipation under nominal module
opcrtinq condition. Typical power values for semiconductor devices .
are aerived from contractor developed characterization data (if
availzble) or secondly, from vendor data sheets. When the typical
power dissipation for a component cannot be determined, the maximum
power dissipation for worst case module operating conditions shall be
used.

3.2.5.3 Component temperatures. The following requirements for
critical component temperature (CCT) and transient critical component
temperature (TCCT) apply.

3.2.5.3.1 CCT. The CCT for semiconductor devices dissipating 2.5
watts or less typical power shall be '(0 C junction for classes I and
III and Vj C junction for classes II and IV. For semiconductors _4
dissipating more than 2.5 watts typical power, the CCT may increase 15
C/watt or a maximum of 15 C above that specified for less than 2.5
watt devices. For all other components, the CCT shall be equal to the
individual components maximum specified operating temperature minus 30
C and shall be specified on the component's hottest external area.
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3.2.5.3.2 TCCT. The TCCT for all devices shall be the appropriate
CCT plus 20 C.

3.2.6 Environmental requirements. The module shall meet the
environmental requirements of MIL-M-28787, for class II or class IV
modules except as modified herein.

3.2.6.1 Life test. When tested in accordance with paragraph 4.1.1
the end ofTlif requirements shall be in accordance with the detailed
module specification.

3.2.6.2 Inclination. When specified in the detailed module
specificatEon, modules shall be capable of proper operation during the
test requirements of MIL-M-28787. Modules employing heat pipes shall
meet the requirements for operating temperature after being subjected
to the test requirements of paragraph 4.1.2.

3.2.6.3 Thermal shock. Modules shall be capable of proper operation
and shall show no deterioration after being subjected to the test
requirements of paragraph 4.1.3.

3.2.6.4 Salt fog. Modules shall be capable of proper operatlon and
shall show no deterioration after being subjected to the test
requirements of paragraph 4.1.4.

3.2.7 Documentation recauirementr. Tndividual rodule desins shall be
fully documented in accordance with this specification. Module
specifications prepared in accordance with this document shall be the
governing documents used for the procurement and testing of modules,.
Information, in addition to that required by this specification, may
be added to the detailed module specification as deemed necessary for
procurement and testing of a particular module.

3.2.7.1 Specification classification. Individual module
specifications shall be prepared in accordance with MIL-STD-961.

3.2.7.2 Types of specifications. Module specifications shall be
either Type C2a Format or Type C2b Format in accordance with
MIL-S-83490 for standard or special modules respectively. All
specifications shall be prepared as book form drawings on "A" size
drawing forms in accordance with DOD-STD-100.

3.2.8 Preconditioning. All modules shall be subjected to
preconditioning in accordance with the following: .

a. The module shall be subjected to nonoperating temperature
cycling for a minimum of ten complete cycles of
temperature variation. A cycle shall consist of 15
minutes at temperature extremes of +85 C, or above, and
-55 C, or below, with a maximum transfer time between
temperature extremes of 5 minutes. A cycle may begin at
either temperature.
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b. Upon completion of the temperature cycling, the module
shall meet the initial electrical requirements specified
in the detailed module specification. Preconditioning
shall be completed prior to the 25 C electrical
inspection. 

•

3.2.9 Life epectancy. Modules shall be designed for a minimum life
expectancy of 100,000 hours operation at maximum temperature for the
appropriate class.

3.2.10 Workmanship. Workmanship shall be of such quality that the
module will comply with the requirements specified in the detailed
module specification and MIL-STD-454, requirement 9.

4.0 gUALITY ASSURANCE PROVISIONS.

4.1 Exceptions. The quality assurance provisions shall be in
accordance with MIL-M-28787 except for the following:

4.1.1 Life. The module shall be mounted in a suitable test fixture
and operated for a period of not less than 500 hours at 85 C thermal
interface temperature as specified in the detail module specification.
Upon completing the life test, and while still at 85 C, the module
shall meet the end-of-life 85 C electrical requirements defined in the
individual module specification. The module shall then be returned
nonoperating to a thermal interface temperature of 25 C at a chamber
temperature rate not to exceed I C per minute. After a stabilization
period of four hours, the module shall be tested to and meet the
end-of-life requirements specified in the detailed module
specification.

4.1.2Heat pes. Modules employing heat pipes for cooling shall
meet operating temperature requirements when the module heat sink is
inclined at an angle of 90 degrees from the horizontal.

4.1.3 Thermal shock. The module shall be tested in accordance with
MIL-STD-202, test method 107, for 400 cycles, -55 C to +125 C. The
module Shall pass all electrical tests. There shall be no evidence of
deterioration or physical damage after thermal shock.

4.1.4 Salt fog. The module shall be tested in accordance with
MIL-STD-810, method 509, procedure I. The module shall be examined
with the aid of a 10-power magnification following ; gentle wash in
warm (37 C + 5 C) water upon removal from test chamber (to remove
visible salt deposits), and storage for 48 hours at room ambient
condition5 to allow for evaporation of excess moisture. Failure -
mechanisms shall include pits, crack formations, intergranular attack,
ntco: that is, any concentrated attack that weakens the cross section.
6irface corrosion products shall not be evidence of failure. The
mod,19 shall be subjected to all electrical tests. Any failures due
to corrosicn or corrosion products shall be cause for failure.
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5,0 PACKAGING.

5.1 General. Packing and packaging of modules shall be in accordance
with MIL-M-28787 (see paragraph 5.0).

6.0 NOTES.

6.1 Intended use. Modules specified herein are intenr•ed for use in
military systems and subsystems.

6.2 Definitions.

6.2.1 Standard Electronic Modules Program (SEMPI. A design
standardzat•on program which has for its goal the development of
functional electronic modules from which a variety of complex military
electronic systems may be built.

6.2.2 SEMP Design Review Activity (SEMP-DF). The activity
responsb for the review and classification of module designs is the
Naval Avionics Center, 6000 E. 21st Street, Indianapolis, Indiana
46218 (Code 965).

6.2.3 SEMP Quality Assurance Activity (SEMP-QAA). The activity
responsible for specification and design review, correlation, vendoraudits, and n•m--4f c*in. testing iLS 1:nthe Naval TWeapons• Support Center, •

Crane, Indiana 47522 (Code 603).

6.2.4 Key code. An alpha or alpha numeric (e.g. A4A) designator used
to identifythe style and. angular position of the keying pins.

6.2.5 Alp2ha end. The end of the module nearest the lowest numbered
pin.

6.2.6 Beta end. The end of the module farthest from the lowest
numbered

6.2.7 Critical component temperature (CCT). The maximum temperature
allowed for any component in the module while the module is operating
at maximum class tempercture.

6.2.8 Transient critical component temperature (TCCT). The maximum
temperature allowed for any component in the module while the module
is operated at maximum class temperature plus 20 C without exceeding
any individual component TCCT.

6.2.9 End-of-life tolerance. The minimum and maximum limits for any 7
particular module characteristic after being subjected to 100,000
hours operation established at an ambient temperature of 25 C + 5 C as
well as over the entire temperature range specified for the module.

6.2.10 Powered socket. A socket whose terminals are connected to
active power supplies, control circuits, loads, and signal sources to
simulate system requirements.
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ABSTRACT

This specification defines a linear, multi-drop, synchronous bus
(PI-bus) which supports digital message communications between up to 32 mod-
Waes residing on a single backplane. Messages are transferro'i datum serial ell.

and bit parallel using a datum size of 16 bits (single Hord) or 32 bits (double
word).

Tha P1-bus uses a master-slave communications protocol which allows the
bus mastar to read data from one slave or write data to any number of slaves in
a single message sequence. Messages may be routed to particular modules using
either logical or physical addressing. A number of independent messages may
be transmitted during a bus master's tenure. The message formats provide a 32
bit virtual address range for each module.

The PX-bus protocol specifies a set of bus state transitions which con-
trol the communication sequences and allow the bus to operate iii a pipelined
manner at the rrximum clock rate allowed by the bus signal propagation delay.
Master-slave handshaking is provided with a minimal performance penalty by N
operating the slavQ modules in synchronism with the master and using bus state 1.
look-ahead.

A technique for temporarily suspending low priority block data transfers /4,
to reduce bus acquisition latency for higher priori ty mnessages is defined.

Bus mastership may be changed either by direct assignment or by priority
arbitration. The protocol defines 128 logical levels of mas5age priority and
32 levels of physical priority.

Extensive signal line and sequence error detection capability is incor-
porated into the bus definition. In addition, an optional single line error A.4

correction capability is specified,
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Section 1

SCOPE j4

1.1 SOE

This specification states the physical, electrical, functional end per-
formance requirements defined for the PI-bus.

1.2 Ek3111.

The purpose of this standard Is to establizh requirements for the PI-bus %
and facilitate interoperability of modules which use the PI-bus.

1.3 I'TEND.ED APPLICATIOH. k-41

The PI-bus is intended to provide a master-slave communications path for
I transferring digital messages between a set of up to 32 modules residing on a

single backplane.

1.4 CLASSIFICATT.12

Bus configurations end modules which conform to this standard may be any
of the types, classes and features specified below:

Type 16 16 bit data transfers
Type 32 52 bit data transfers
Class ED Error Detecting
Class EC Error Correcting
Feature SO Slave Only operation
Feature MS Master and Slave operation

Buses and modules shall be classified according to their maximum capabil-
ities. Bus sequences shall be classified according to the Type or Class of
transfer actually used.

All modules and buses shall be capable of opQrating in Type 16, Class ED
mode. Type 32 and Type 16 modules shall be interoperable on a Type 32 bus who- 4N,

re the Type 32 modules may communicate using 16 or 32 bit transfers but only 16
bit transfers are used whenever a Type 16 module is an active p!articipant.
All active modules on a given bus shall operate in the same class.

B.- 7-
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Section 2

APPLICABLE DOCUMENTS

2.1 GOVERNMENT DOCUMENTS.,

The following documents of the exact issue shown form a part of this %j.
specification to the extent specified herein. In the event of conflict
between the documents referenced herein and the contents of this
specification, the contents of this specification shall be considered a super-
seding requirement.

* None.

2.2 HOH-GOVERNMENT DOCUMENTS. -"

The following documents of the exact issue shown form a part of this -4

specification to the extent specified herein. In the event of conflict
between the documents referenced herein and the contents of this
specification, the contents of this specification shall be considpred a 3uper-
seding requirement. ... •
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Section 3

DEFIHITIOHS

The definitions listed herein shall apply to the P1-bus and P1-bus mod-
ules.

3.1 ITEM DEFIHITION.

The P1-bus is a linear, multi-drop communications medium which transfers
Sdatum serial, bit parallel information among up to 32 modules residing on a

single backplane. 1he datum size may be a single word or a double word.

Pr-bus modules are tose modules which implement the slave only or mas-
ter and slave portions of the PI-bus protocol as specified herain.

Figure 3-1, illustrette the PI-bus and PI-bus modules. Conceptually,
each module consist-% of e. devic which performs the application 5pecific func-
tion of the module and a bus Interface which implements the P1-bus
master-slave communicationz protocol.

The device portion of each module is modelad as a virtual memory space
With a 32 bit address range. The Bus Interface is modeled as a separate memory
space with en 8 bit Data Link register address range. A separate, 8 bit virtu-
z-zdrz '12 t4.J z1.av 1D ;= umcd by .. th u mze- os.u rmr

modules to participate in a particular communications sequence as slave(s).

B-9
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Figure 3-1. Conceptual Model Of Bus And Modules
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S'di

3.2 TERM DEFINITIONS.

The definitions given below shall apply to the PI-bus, and PI-bus
modules.

'el The concatenation operator for groups of
bits.

active Bus Interface A Bus Interface that Is connected to the bus
media, and is currently capable of (and not
inhibitQd from) participating in bus trans-
actions.

arbitration The process by which a single bus master is

selected from competing potential bus
masters.

assert (signal) The action of changing the state of a bus
signal line from releasQd, logic 0, to
asserted, logic 1, or of ensuring that the
line remains in the asserted state.

asserted (siSnal) The logic 3. state of a bus signal line. ThQ

least positive of the two states of a bus
signal line.

backplane A motherboard comprising wiring for the bus
and connectors to the modules attached to the
bus.

broadcast A mode of operation where the bus master
transmits data to all modules during a single
transfer.

...... Th timefrom .he .-hez prf-........du a-

request for bus mastership to the time at
which that module becomes bus master.

bus master The module currently in control of thw bus.

bus tenure The period between the time a bun master
gains control of the bus and the time at
which control is released.

contender A potential bus master module which is
actively vying for bus mastership.

d~vice The portion of a module, excluding the Bus
Interface, which does the application depend-

B-Il
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ant function of the module.

double word An ordered set of 32 bits operated on as a
pair of words or as a single unit. The most

significant bit of a double word is labeled
bit 31 and the least significant is labeled -

bit 0.

linear bus A bus with a single shared medium segment.

message A set of sequences starting with a header
and terminating when all bus actions indi-

cated by that header have been performed.

module An entity which Is addressable via the bus
and has a single connection to the bus.

Multicast A mode of operation where the master trans-
mits data to more than one slave during a

single transfer.

non-transfer cycle A bus cycle that immediately follows a bus S
cycle in which a valid Wait is asserted or

one of the VZ, HZ, DZ or HAZ cycles specified
in the protocol. Information on the Data

lines is not used during a non-transfer

cycle.

partial message A sequence starting with a header and termi-
nating prematurely due to a suspend, abort or •-"•

other exception indication prior to a normal

completion.

post (symbol) The action taken to assert and/or reloeae v-
individual but lines within one particular

group of bus lines such that either the asso-

ciated symbol appears on the group or another ,
symbol appears that is the result of individ-
ual line ORing of jimultaneously posted sym-
bola.

release (signal) The action of ceasing to assert a logic 1 on "
a bus signal line. The action of releasing a -. )

signal line produces a change in the state of

the signal line only if no module is assert-

ing that signal.

released [signal) The logic 0 state of a bus signal line pro-

duced when no module asserts the signal asso-

ciated with that line. The more positive of

the two states of a bus signal line relative

B-121
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to the 0 Volt logic reference.

sequence A transaction comprising a number of ordered
transfers performing one intended function.

slave A module which is selected by thd bus master V
to participate in a message sequence.

symbol A unit of information on a particular group
of bus lines, as represented by a particular
binary encoding of bits. A valid symbol is
one which conforms to the signal definitions
herein including correct parity, Hamming
encoding or redundant coding as applicable.

transfer A set of elemental operations on the bus
which results in the communication of a bit
parallel datum unit between the current bus
master and the selected slave(s). The datum
unit is either 16 bits (Type 16) cr 32 bits
(Type 32). See sequence.

word An ordered set of 16 bits operated on as a
unit. The most significant bit is labeled
bit 15 and the least significant bit is
labeled bit 0.

B-13
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Section 4 w.

PHYSICAL LAYER

4.1 INTRODUCTION.

The physical laver of the P1-bus is specified herein. Signal lines
required to implement the P1-bus are defined, including those used for signal ._
line error detection and correction. The electrical characteristics of the
module interfaces and backplane are specified and timing definitions are pre-
sented. -

1.2 LINE DEFINITION.

The PI-bus signal, clock and module identification lines are defined in
this section. In addition, the encoding used to achieve signal line error
detection and correction is specified by definition of the valid symbols
allowed -for each signal line group. t.

4.2.1 NOMENCLATURE. '

Lines shall be designated by name or by capital letter abbreviations, VP
e.g. Data or D. Where a set of related lines are represented by the same name,
the lines within the set shall be differentiated by number with the least sig-
nificant bit numbered 0. The nomenclature for single lines shall be the let- -
ter abbreviation for the line name followed by the bit number unclosed in < >,
e.g. D<0>. The nomenclaturQ X<m..n> shall be the abbreviation for the set of 4 -,
lines Xm to Xn, inclusive, where X is the letter abbreviation for the line
name and m and n are the most and least aignificant bit numbers, respectively. -. .
Thus, 9<7..0>, represents the least significant eight bata lines. In
addition, X<ij,...,k> shall be an abbreviation for the set of lines X<i>,
X<j>,..., X<k>. Thus D<5,3,1,7> stands for the set of lines D<5>, D<3>, D<1>, 'C
and D<7>.

P(X) shall designate the parity (modulo 2 sum) of the set of signal fZ%

lines defined by X. Thus P(D<l5..C>,DC<O>) designates the parity of the six-
teen bits present on the Data lines plus the Data Check line and
P(D<l5..0>,DC<C>)zO represents even parity over the specified lines,

4.2.2 BUSED SIGNAL LINES. t',4-

All PI-bus signal lines shall be implemented as wired-or lines bused
between modules un a commnnn backplane. Modules and buses shall implement
those bused signal lines specified for their particular Type arid Class by
Table 4-1. Any implemented bus signal lines which are not required durino an
operation of a particular Type and Class shall be released during that opera-
tion.

Symbols posted onto signal lines shall be valid symbols as specified in :"
this sectLon, qxcept that during diagnontic bus operation some invalid symbols
are allowed as specified in "5.3.9.5 Diagnostics.." %

B-14
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As a req.uired device eunction. P1-bus wr'duJQs shall provide a~canmand

path independant of the P1-buB which provides a way to force all P1-bus signal

lines to be released by the module. This capability may be used in bus diag-

nnstics and fault isolation. In addjition, no signal line shall be a55erted

from the time power is applied to the PI-bu5 module until the module has zam-

pleted reset as defined in "l5.3.8 Initialization. ." Modules zhall'not assert

any signal line in violation of this specification during p~jwer failuei.

%
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Table 4-1. P1-bus Signal Line Requirements By Type And Class %

Lines Required (Yes/No)

Type 16 Type 32

NAME Class ED Class EC Class ED Class EC

Data (D)

D<3l..16> No No Yes Yes
D<15..0> Yes Yes Yes Yes

Data Check (DC)
DC<7..2> No Yes Ho Ye4 1-

DC<l> Ho Yes Yes Yes

DC<C> Yes Yes Yes Yes

Cvcle Type (CT)
CT<2..0> Yes Yes Yes Yes

CT Check (CTC)
¢TC<2,1> Ho Yes No Yes
CTC<0-> Ye- Yem Ye

\ ., .

Acknoledge Set (AS)
AS<5,4> No Yes No Yes
AS<3. .O> Yes Yes Yes Yes

Wait (W)
W<2> Ho Yes No Yes
14<1,0> Yen Yes Yes Yes

BPS Request (BR)

BR<2> No Yes Ho Yes

BR<l,O> Yes Ye sJ Yes Yes

Total Lines Required 29 42 46 58

13-16
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4.2.2.1 Data Line Group (D//DC)
N .

The Data Group shall consist of the Data (D) lines and the Data Chock

(DC) lines. The Data Group is a set of bidirectional lines which shall tranis-
far header, data and acknowl~rxdge information between the bus master and the
slave(s). The Data Group (D//DC) lines shall also be used to resolve priority

during a Vie sequence. S

4.2.2.1.1 Data Lines - Type 16.

Type 16 moduies and buses shall provide 16 Data lines. D<15..0>. DO

shall be the least significant and D15 the most significant line.

4.2.2.1.2 Data Lines - Type 32..IA

Typo 32 modules and buses shall provide 32 Data lines, D<31..O>. DO
shall be the least significant and D31 the most significant line. Type 16
data transfers shall always use D<15. .0>.

4.2.2.1.3 Error Protection for the Data Line Group,

The Data Line Group shall use even parity for Class ED operation and a
modified Hamming Code for Class EC operation when there is a single source for
the signals. When there may be multiple sources for the signals, a5 during

vie cycles and during multiple-slave ackn•wledges, the Data Line Group shall
use duplication for Cls5s, ED operation and triplication for Class EC
operation. *1

4.-22.1.3.1 £1JQ~tDQn~rttin.

4.2.2.1.3.1.1 Single Source. During bus cycles in which a single source i5-
specified for the Data lines, valid symbols for the Data Line Group -hall hove
even parity.

4,.2.2.13.1.1.1 Type 16. The module that sources the Data lines shall also "
5our-uu the Dnta Check line auuh that thw vwl. of bxai~bulti Ott C1.>/DCO
satisfies P(D<l5. .0>//DC<0>) = 0.

4.2.2.1.3.1.1.2 Type 32. The module that sources the Data lines shah I also
source the Data Check lines such that the set of symbols on D<15... O6)/DC<V>
satisfies P(D<lS..O>//DC<O>) 0 and D<31..16>//DC<l> satisfies
P(D<31...6//DC<1>) =. 0

4.2.2.1.3.1.2 Multiple Sources. During Vie and Multiple Slave, Acknowledge
Cycles, the Data and Data Check lines may have multiple sources. For those
operations, modules shall post duplicate copies of the required .ymbols using

Data lines D<15..8> and D<7..0> as duplicate line s-::s.

Usage of the Data lines -for Via and Multiple SlavP Acknowledge Cycles is
specified in "5.3.3.1 Vie Sequence." and "5.Z.3.3.2 Multiple Slave Acknowl-
edge.." respectively. rLA--
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________,___.-,_____ f

4.2.2.1.3.2 Class EC Operation.

4.2.2.1.3.2.1 Single Source. During bus cycles In which a single source is
specified for the Data lines, valid symbols for the Data Line Group shall use
modified Hamming encoding as specified below.

4.2.2.1.3.2.1.1 Type 16. The module that sources the Data lines shall also
source the Data Check lines such that the set of symbols on D<15..O>//DC<5..0>
sati sfies:

P( DC<5>,. D<15,14,13,12,1p1,10,9,r> J -0 %J,C,-

PC DC<4>, D<15,14,7,6,5,4,3,2> ) 0 t

PC DC<3>, D<13,12,1l,7,6,5,1,0> ) = 0 *"

PC DC<Z>p D<15,13,l0,9,7,4,3,0> ) = 0

PC DC<I>, D<12,10,8,6,4,2,1,0> ) 0

PC DC<O>D D<l4,ll,9,8,5,3,2,> ) 0

4.2.2.1.3.2.1.2 Type 32. The module that sources the Data lines shall also
source the Data Check lines such that the set of symbols on all-
D<31..l6>//DC<6.,.> satisfies: V...-'

,LA

P( DC<6>, D<31,30,29,28,27,26,25,24P23,22,20,19,17,16> ) 0

PC DC<5>, D<31,30,29,28,27,15,14,l3,l2,11,10,9,8> ) 0 (.''f_

PC DC<4>. D<31,26,25,24,23,15,14,7,6,5,4,3,2> ) 0

PC DC<3>, D<3O,26,22,21,20,19,13,12,11,7,6,5,1,0> ) 0

PC flC<1>, D<28,24,20,18,17,16,12,10,8,6,4,2,1,0> ) 0

PC DC<0>, D<27,23,21,19,18,16,14,1l,9,8,5.3,2,1> ) 0

4.2.2.1.3.2.2 Multiple Sources. During Vie and Multiple Slave Acknowledge '
Cycles the Data and Data Check lines may have multiple sources. For those

operations, modules shall post triplicate copies of The required symbols using NA

D<15..8>, D<7. .0> and DC<7..O> as triplicate line sets.

Usage of the Data linun for Vie and Multiple Slave Acknowledge Cycles is
specified In "5.3.3.1 Vie Sequence." and "5.2.3.3.2 Multiple Slave Acknowl-
edge.." raspectively.

Li
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4.2.2.2 Cycle Type Line Group (CT//CTC).

The Cycle Type Group shall consist of the Cycle Type (CT) and Cycle l yp.
Check (CTC) lines. The Cycle Type Group is a set of lines onto which the bus
master shall post symbols to indicate the current bus cycle type. The bus

Cycle Types shall be encoded as shown in Table 4-2.

Table 4-2. PI-bus Cycle Types and Valid Symbols

Class ED Symbol Class EC Symbol

Cycle Type Abbreviation CT<2. .0> CTC<O> CT<2. .> CTC<2. .>

Abort AB III I 1,0J

Acknowledge A 011 0 a11 110

Data D 001 1 001 Oil

HeadQr 0 HO 101 0 101 100

Header H 010 1 010 101

Idle I o00 0 000 000

Suspend 110 0 110 010

Vie V 100 1 100 Ill

.- 2-2-3 Arknnw~lvdac. I ip !-'Pt f(l-

The Ac.knowledge Set is a group of lines onto which the slave(s) or con-

tenders shall post symbols to indicato synchronization or to signal uncorrec-

table detectecd errors. Valid symbols for the Acknowledge Set shall be as
defined in Table 4-S.

B-1 .9.,2
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Table 4-3. Acknowledge Line Valid Symbols

Class ED Code Class EC Code
Response Abbreviation AS<3,2> AS<1,0> AS<5,4> AS<3,2> AS<1,0>

Acknowledge ACK 10 10 10 10 10

Negative Ack MAK 11 11 11 11 11

Not Selected tS c0 00 00 o0 00

Recognize RCG 01 01 01 01 01

42..4 Wait (W) Lines.

The Wait lines shall be a set of redundant lines which the current bus
master and slave(s) may assert to obtain extra non-transfer bus cycles to sup-
ply information to the bus or to accept information from the bus.

4.2.2.4.1 Class ED.

Class ED modules and buses %hall provide two Wait lines, W<1,O>, that
shall operate as redundant lines. Valid symbols for this case shall be W<1,0>

00, no wait request, and W<l,0> 11, wait iequested.

4.2.2.k.2 Class EC.

Class EC modules and buses shall provide three Wait lines, W<2. .0>, that
shall operate as redundant lines. Valid symbols for this case shall be
W<2.,O> = 000, no wait request, and W<2.,O> = 111, wait requested.

4... Ibus Request (BR) Lines.

The Bus Request lines shall consist of a set of redundant lines which
shall bQ asserted to request that the current bus master release the bus.

4.2.2.5.1 Class ED.

Class ED modules and buses shall provide two Bus Request lines, BR<l,0>,
that shall operate as redundant lines. Valid symbols for this case shall be
BR<1,0> 00, no bus request, and BR<l,0> 11, bus requested.

B-20 ,
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4.2.2.5.2 Class EC.

Class EC modules and buses shall provide three kus Request lines,
3R<2..6>, that shall operate as redundant lines. Valid symbols for this case
shall be BR<2..O> = 000, no bus request, and BR<2..O> = 111, bus requested.

4.2.3 BUS CLOCK.

Bus Clock shall be a single phase clock. All bus timing shall be refer-
enced to the high-to-low transition of the bus clock. The generation and dis-
tribution of Bus Clock is beyond the scope of this specification. However,
the period of Bus Clock shall be &elected to guarantee that bus timing con-
straints are satisfied for the bus delays and clock skews resulting from the
backplane design.

4.2.4 MODULE IDEHTIFICATION.

PI-bus modules shall have inputs for a set of lines that shall be hard-
wired on the PI-bus backplane to provide a unique module identification. K
4.2.4.1 Module Identification Lines.

The set of 5 Module Identification (MID) lines shall be hardwired on the
backplane and shall be used by the module as the module's physical identifica-
tion code. The identification codes shall consist of an unsigned binary num-
ber in the range of 0-31, inclusive, encoded in MID<4. 0>.

4.2.4.2 Module Identification Parity Line.

A Module Identification Parity (MIP) line shall be hardwired on the
backplane such that MID<4..O>//MIP<O> satisfiQs P(MI<4..O>//MIP<D>) 1.
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4.3 ELECTRICAL RQUIRD1JEMENA, _

Electrical characteristics for the PI-bus backplane and modules shall be
as specified herein.

4.3.1 BACKPLANE REQUIREMENTS.

4.3.1.1 jus Signal Line Choracteristic Impedance,

PI-Bus signal lines shall have a characteristic impedance of not less
than 20 ohms and not more than 50 ohms for all operating and module loading
conditions.

4.3.1.2 Bus Signal Linee Tgrmination.

Signal lines shall he terminated at each end of the backplane to a cir-
cult which is the Thevenin-equivalent of a terminating resistor in series with
a voltage source of not less than +1.9 Volts nor more than +2.1 Volts. The
value of the terminating resistance shall be between 30 and 40 ohms,
inclusi ve.

%

4.3.1.3 BuS Signal Line Resijtance,_

The series resistance for backplane signal lines shall be limited such ,"-•
that the maximum voltage rise from any asserted module output to the terminat-
ing resistance at either end of the backplane is less than 100 millivolts.

4.3.1.4 V.go .e Identification Line ResistancP.

The resistance of the grounded MID and MIP lines with respect to the sig-
nal ground shall be lXes than 10 ohms.

4.3.1.5 Pu5 Clock Re!3ui~remerits

4.3.1.5.1 Voltage Levels.

The low level voltage for Bus Clock shall be less than or equal to 40.55
Voits, !hQ high level voltage for Bus Clock shall be greater than or equal to
#Z.4 Volts.

4.3.1.5.2 Rise And Fall Time.
'.d. ~.

The rise time (Tr) of the Bus Clock from 0.8 volts to 2.0 volts shall be
less than 5 nanoseconds. The fall time (Tf) of the Bus Clock from 2.0 volts to
0.8 volts shall be less than 5 nanoseconds.

4.3.1.5.3 Duty Cycle.

The ratio of the Bus Clock high state duration to the bus clock period
measured at 1.5 Volts shall not be 1955 than 0.45 nor greater than 0.55.

B-22
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4.3.2 MODULE REQUIREMENTS.

4.3.2.1 bus Clock RequirmemntL-.

4.3.2.1.1 DC Requirements.

4.3.2.1.1.1 Input Capacitance. Bus Clock capacitance to logic ground shall
be less than 22 picofarads.

4.3.2.1.1.2 Input Inductance. Bus Clock series inductance from the module

input to the receiver of the signal shall be less than 27 nanohenries.

4.3.2.1.1.3 Bus Clock Current. The maximum curretnt sourced by the module
when the clock input voltage is +0.55 volts shall be 1.6 milliamps. The maxi-
mum current into the module when the Bus Clock voltage is +2.4 volts shall be -

less than 100 microamps.

4.3.2.1.1.4 High-lyvel Input Voltage. An Bus Clock input voltage of +2.0
volts or more shall be interpreted as a high level. i..

4.3.2.1.1.5 Low-lgvel Input_• Voltig. A Bus Clock input voltage of 40.8
volts or less shall be interpreted as a low level.

4.3.2.1.2 AC Requirement3. "

Modules shall operate correctly with the Bus Clock characteristics spec-
ified in "4.3.1.5 Bu5 Clock Requirements.."

The maximum Bus Clock frequency for the module shall be specified. The
minimum Bus Clock frequency shall be zero Hertz.

All P1-bus timing shall be referenced to the high-to-!ow transition of N

Bus Clock through a voltage of 1.5 volts.

4.3.2.2 Signal Line Requirements,

4.3.2.2.1 DC Requirements.

4.3.2.2.1.1 Input Capacitance. Signal line capacitance to logic ground O
shall be less than 22 picofarads.

4.3-.22.1.2 lnlut Inductonce. Signal line series inductance from the module
input to the driver or receiver of the signal shall be less than 27 nnohon-
ries.

4.3.2.2.1.3 Leakage Current. Over the input voltage range of 40.3 volts to
42.1 volts, the absolute value of the output current for any signal ling which
is not being asserted by the moedule shall be less than 100 microamps.

B-23
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4.3.2.2.1.4 Low-level 5ink Current. The low-level output sink current (l-1)

drive capability for signal lines shall be greater than 95 milliamps at an

output voltage of 1.15 volts.

4.3.2.2.1.5 High-level Output Volta._. The high-level output voltage shall

be determined by the backplane signal line termination voltage which is +1.9 %..-
to +2.1 volts. The signal line outputs shall permit wired-OR operations on

the bus.

4.3.2.2.1.6 Low-level Output-Voltage. The low-level output voltage (Vol)

for signal lines shall be less then 1.15 volts at an input current of 95 rnil-

liamps.

4.3.2.2o1.7 h-levol Int V�oltam. A signal line input voltage (Vih) of

+1.6 volts or more shall be interpreted a- a logic 0. A signal line input
which is not electrically connected to the backplane (i.e. an open line) shall

be interpreted as a logic 0.

4.3.2.2.1.8 Low-level Input Voltage. A signal line input voltage (Vil) of

+1.45 volts or less .;hall be interpreted as a logic 1.

4.3.2.2.2 AC Requirements.

4.3.2.2.2.1 Signal Line Inputs. Figure 4-1 illustrates the timing

relationships specified below.

4.3.2.2.2.1.1 Set-up Time. The maximum time that each input signal is

required to be uniquely above or below the input voltage threshold for a logic

0 or logic 1 prior to the high-to-low transition of the clock (set-up time,

Ts) shall be specified.
.-1- .'-

4.3.2.2.2.1.2 Hold-Time. The maximum time that each input signal is

required to be uniquely above or below the input voltage threshold for a logic

0 or logic 1 following the high-to-low transition of the clock (hold time, Th_

shall be specified and shall not exceed the minimum propagation delay time of

the module.

4.3..2.2.i.3 Hoise Rejection. ine input signal lines she!i reCject and the

Bus Inter'ince shall not respond to any signal pulse whose width as measured

between 1.5 volts on the low-to-high transition and 1.5 volts on the

high-to-low transition is less than 4 nanoseconds.

4.3.2.2.2.2 •ignal Line Outputs. The following specifications shall apply

when the signal line is connected to the test circuit of Figure 4-2.

4.3.2.2.2.2.1 Propagation Delay. Propagation delay shall be measured with

respect to the high-to-low transition of Bus Clock as illustrated in

Figure 4-3. The reference clock voltage for timing shall be +1.5 volts. The

reference signal voltage for timing shall be +1.5 volts.

The minimum and the maximum propagation delay (Tpdlr) for an output sig-

"S- "
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nal changing from a logic I (low voltage) to a logic 0 (high voltage) shell be
specified for each output signal line. 4_

The minimum end the maximum propagation delay (Tpdhl) for an output sig-
nal changing from a logic 0 (high voltage) to a logic I (low voltage) shall be
specified for each output signal line.

WA
4.32.2.2.Z.2 Rise And Fall Time. The rise time (Tr) of an output signal
from 41.2 volts to +1.8 volts shall be less than 9 nanoseconds. The fall time
(Tf) of an output signal from +1.8 volts to +1.2 volts shall be less than 9

nanoseconds.

4.3.2.3 MID And MIP Linea,

A binary I shall be repre.ented by a connection to signal ground and a
binary 0 shall be ropresQnted by an open circuit. Modules shall incorporate
any circuits they require to sense the MID and MIP lines. The absolute cur-
rent into a grounded MID or MIP line shall be less than 1 milliamp. The maxi-
mum voltage thit shall exist on an open MID or MIP line shall not exceed 25
volts.

2.4v

CLOCKINPUT 1.5v

I -0.55v

* -Ts'-l.Th --P
I I I, "

DATA INPUT .v 1.5v

1..2v

Figure 4-1. Set-up And Hold Timing ,

n--25 rJ.
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% -BUS CLOCK V1 2.0 + . lv,. _

PATTERN MODULE SIGNAL OUT

GENERATOR UNDER
I TEST -1- CL• 30 pf ,-•

*INCLUDES JIG AND PROBE CAPACITANCE

Figure 4-2. Signal Output TQet Circuit

-2.4v

BUSCLOCK

0.55v
-- ia4 Tpd hi -I I

I __ ___1.8v

SIGNAL OUTPUT 1.5v

I \ll

I1.2v

"Tpd 1h L _

SIGNAL OUTPUT /1.5v

1.2v

Figure 4.-3. Output Signal Timing
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Section S

DATA LINK LAYER

5.1 INTRODUCTION.

The Data Link layer of the P1-bus is specified herein. The general pro-

tocol used by the PI-bus is defined through specification of the protocol
state transitions and the generic message sequence. Detailed requirements for

the protocol and communications sequences are specified by defining each
sequence and the rules associated with the P1-bus protocol. Responses to
exception conditions are defined.

5.2 GENERAL REQUIREMENTS, r

5.2.1 INTRODUCTION.

The PI-bus uses a master-slave protoco. under which communications -4

sequences are defined for 1) transferring messages between modules and 2) •
changing bus masters5iip. The : I 'bus communrications sequences are listed in
Table 5-1. The Vie sequence shall be performed only when there is no current
bus master. All other sk,.La.,ces shall be performed under the control of the . •

current bus master.

The PI-bus uses a set of protocol state transitions to define and con-
trol the communication sequences. Protocol state transitions shall be sig-
naled on the Cycle Tyoe (CT) li;.,i and shall be controlled by the bus master. 1.

The slave(s) shall operate in synchronization with the bus master and shall
signal compliance with protocol state transitions using the Acknowledge Set
(AS) lines. Slave(s) shall also use the AS lines to notify the bus master of
any uncorrectable errors that are detected.

The seven sequence states defined for ahe rI-bus protocol are summarized :
in Table 5-2. Within each sequence state, bts states are defined to dintin-
guish individual bus cycleas. The specific sequences of bus states required to

r. . . .f o r m AF. ..t 1,,, f ,.. ., ,V W-3 1 1 F U, Uena t F jn ', • a . ,
F'~IlulIlk I L U~ 4JmI~ul~ii0L011 Cr tJg3 ,I J MIPUi .I•

REQUIREMENTS.." In this section, general requirements for the overall opera-
tion of the P1-bus are specified by reference to the sequence states and the
generic message protocol they support.

r4 -
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Table 5-1. PI-bus Communications bequrnces

Sequence Type Function

Mastership Sequences:

Vie As3igns bus mastership to the highest

prinrity module contending for
mastership through arbitration.

Tenure Pass Message Transfers bus mas.qrship from current

bus master to another module or changes

the bus master's message priority.

"Message Sequences: ON

Parameter Write Transfers a I word parameter and a 1

32 bit address from the bus master ,
device to the slave device(s).

block Message lransfers up to 65,536 datum units from
slave device to master device or from r
master device to 51ave(s). Master sends v-

a 32 bit address and may send 6 other
Header words. May be usad to continua a

sujspended ressage.

Bus Interface M2ssage Transfers up to 256 words from slave bus

interface to the master device or from

master device to slave Bus Interface(s).

Master provides an 8 bit address.

Exception Sequences:

Suspend Suspends a Bi'-ock Message data sequence
and transfer!j Resume Control Words from

the slave to the master. -.

Abort Abnormally terminates current sequence.

r:T-,I
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Table 5-2. PI-bus Protocol States

Protocol State Function

Idle Bus not in use and no current bus master

defined.

Vie State following I6le. Used to select
the next bus master from one or more

contending mzdules. The module with
ths highest priority is elected as
the next bus master.

Header State in which information is

transmitted by the master to specify

the type of message sQquence, identify

modules to participate as slaves and

specify additional application dependent
information.

Header Acknowledge State following Header during which
(Header Ack) slave module(s) provide sequence status

information to the master.

Data State during which data are transferred

betweun the slave module(s) and the

master for Block Messages and Bu5

Interface Messages.
Block F105age u spend gq•uvntO= art

performed under this protocol state.

Data Acknowledge State following Data during which I

(Data Ack) slave module(s) provide message status
information to the master.

Abort Statc used to abnormally terminate
another bum sequence.
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5.2.2 PROTOCOL STATE TRANSITIONS.

The protocol states which shall be used in PI-bus operations are illus- S
trated in Figure 5-1. All state transitions shall occur on the high-to-low r.-j

transition of Bus Clock. The allowable transitions between protocol states
are specified in the sections below and in Figure 5-1.

5.2.2.1 ILt,"

The bus shall enter the Idle state whenever all Cycle Type lines are
released. There shall be no bus master during Idle and the current bus master
priority code shall be undefined. Idle shall consist of two or more consec- z
utive bus cycles in which the Cycle Type lines are released. No PI-bus oper-'
ations shall be performed during Idle except that the symbol HAK (Negative
Acknowledgement) may be posted on the AS lines as specified in "5.2.3.1.2.2
Uncorrectable Errors." Vie shall be the only valid successor state to Idle.
The Idle state shall be terminated and the Vie state entered only when one or I"-

more modules post the symbol V on the Cycle Type l ines.

5.2.3.2 Yi2. .

The Vie state shall consist of eight bus cycles which shall be used to
sel2ct the next bus master from one or more contenders. The Vie state shall be
succeeded by the Header state except that if no bus master is selected due to
erroneous operation, the bus shall return to the Idle state.

5.2.2.3 Header.

A bus master's tenure shall begin when the Header state is entered from y.
the Vie state or from the Header Acknowledge state of the Tenure Pass message.
The current bus master's tenure shall continue when the Header state is L

entered from the Header Acknowledge state of the Parameter Write sequence, v
from the Data Acknowledge state or from the Abort state. During the Header
state, the bus master shall transmit header information across the bus on two
or more bus cycles. --

The Wandra, cI-n.1 annrif-s 4-&.a 4tare of nnnnna9L annQ srenra -.. -t a b nn.a n..a

identify the modules required to participate in the sequence as slaves and

define the number of data transfer cycles required for the sequence. The Head-
er state shall be succeeded by the Header Acknowledge state except that Abort
may be entered to terminate the sequence.

5.2.2.4 Header Acknowledge.

The Header Acknowledge state shall be used to transmit message status U
from the slave module(s) to the master. The transitions out of the Header -

Acknowledge statw shall be as specified below:

1. For a Parameter Write message sequence, the 3uccessor states to Header
Acknowledge shall be Header, Idle and Abort. A transition to Header
shall initiate a new message and extend the the current bus master's ten--
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ure. A transition to Idle shall terminate the current bus master's ten-
ure. Abort may be entered to terminate the Parameter Write message.

2. For Block Message and Bus Interface Message sequences, the successor .

states to Header Acknowledge shall be Data and Abort. A transition to
Data continues the current bus master's tenure. Abort may bae'ntered to
terminate the message.

3. For a Tenure Pass Message sequence, the successor states shall be Header
or Abort except that when the intended next bus master does not require
or fails to acquire bus mastership, the successor ztate shall be Idle.
The current bus master's tenure shall end at the conclusion of a Tenure
Pass Message Header Acknowledge (HAZ) and the new bus master's tenure
shall begin on the next cycle with entry into the Header state. Abort •-h
may be entered from a Tenure Pass Message except on the last cycle (cycle %_-
HAZ) of the message. x0-

5.2.2.5 DaLa.

The Data state shall consist of a sequence of Data transfer cycles per- .
formed as part of a Block Message or Bus Interface Message. Data may be trans- "

I ferred from the master to th& slave(s), defined as a write sequence, or from
I the slave to the mar.ter, defined as a read sequence. For Block Message
I sequences only, the Data sequence may be suspended by entry into the Suspend ""

state. Unless a Data seqJence is suspended or terminated by entering Abort,
the successor state to Data shall be Data Acknowledge.

5.2.2.6 Suseengdt

The Suspend state shall be used to signal the pending interruption of a ,
I Block Message Data sequence as specified in the detailed requirements (see

"5.3.5.1 Suspend."). A suspended Block Message Data sequence can be resumed
by another Block Message whose header contains the appropriate Resume Control *

Words. The successor state to Suspend shall be Data Acknowledge except that N.-

the sequence may be terminaterd by entering Abort.

5.2.2.7 Data Acknowledge.

The Data Acknowledge state shall be used to transfer acknowledge infor- 9
mation fron, the slave(s) to the master during a Block Message or Bus Interface
Message sequence. The successor states to Data Acknowledge are Header, Idle •..<
and Abort. A transition to Header shall initiate a new mer.sagn and extend the
the current bus master's tenure. A transition to Idle shall terminate the
current bus master's tenure. Abort may be entered to terminate a message.

5.2.2.8 flaL It

The Abort state shall consist of four consecutive bus cycles in which
the Abort cycle type is posted on the CT lines. The succeasor states to Abort .
shall be Header end Idle. A transition to Header shall iritiate a new message "•
and extend the the current bus mrester's tenure. A tran,•ition to Idle shall

.9-B3B -31 , .- ,
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terminate the current bus master's tenure.

5.2.2.9 Tenure Limitations. %

5.2.2.9.1 Bus Request To Vie Interval.

When Bus Request is ayser'ted, the bus master shall limit the number of
bus cycles remaining in the current tenure to the sum of the bus cycles speci-

fied by the contents of the Vie Interval A Register plus the contents of the
Vie Interval B Register plus six cycles (see "5.3.7.3.4 Vie Interval A Regis-
ter -- Address 3." end "5.3.7.3.5 Vie Interval B Register - Address 4.").

Section "5.3.3.3 Bus Request." specifies procedures which the bus master %'

shall use to relinquish tenure and permit a Vie sequence in rQsponse to Bus

Request.

5.2.2.9.2 Absolute Tenure Limit.

PI-bus modules shall internally limit each of their individual tenures as
bus master to a maximum of (2KM24)+8 bus cycles. The cycle count shall begin
with the first HO cycle of the master's tenure and shall include all bus

cycles (including non-transfer cycles). Each module shall provide a hardwired ,.

mechanism to automatically force all signal outputs from the module to end

tenure such that this tenure limit is r.•t exceeded. The module may resume
normal operation, including vying for the bus, after allowing the bus to be in

the IdlQ state for a minimum of two cyclris.

b-31
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IDLE EOT

NO'

MASTER
ABORT

NOT

PARAMETEP

WRITE

PARAMETER ACK

WRITE
EOM - END OF MESSAGE

EOT - END OF TENURE ABORT- h~I~

ACK -ACKNOWLEDGE

INTER TENURE TRANSITIONSS AGKL BR

EXPINTASTOS BLOCK MESSAGE BLOCK MESSAGE
BUS INTERFACE MESSAGE B3US INTERFACE MESSAGE

Figure 5--l. P1-bus Protocol State Diagram
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5.2.3 GENERIC MESSAGE. -.'"

The generic message sequelce that forms the basis for the P1-bus message .•

sequences is described in this section. The Vie sequenca is specified in

"5.3.3 Bus Mastership." and the exception sequences ere specified in

"5.3.5 Exception Sequences.."

Table 5-3 illustrates the tVeneric PI-bus message sequence which shall be

composed of Header, Header Acknowledge, Data and Data Acknowledge sequences
that correspond to the protocol states described in the prec:eding section.

5.2.3.1 Generic Meaggae Sequence.

5.2.3.1.1 Normal Operation.

The Data (D) lines transfer information between the mnst~r and slave

modules to accomplish the following: ,, .,

I. signal the type of message sequence to be performed; ,,P41

2. establish a communications path to the slave module(s);

3. transfer data between the mtszter and the slave(z); andP.-

I4. transfer acknowledge information from the !lave(s) to the master.

The bus master shaii use lype ýZ message sequences only when thu master and
all modules selected as slaves for that sequence are operating a5 Type 32 nod-
ules on a Type 32 bus. For a Type 32 bus, Type 32/Type 16 message sequence
selection can be made on a message-by-message basis and thus may vary during
the bus master's tenure.

The Cycle Type (CT) and Acknowledge Set (AS) lines shall provide hand- "
shakirig between the master and slave(s) to control the sequence of bus !,tatos.
The AS lines shall also be used by the slave(s) to report errors.

5.2.3.1.1.1 Hado.r. Yhe but master shall initiate a message sequence by

transmittirna Header 4nfnrmnatinn onf 41.. fl Iz...... YLjj--us t~r Ps h

symbol HO on the Cycle Typo (CT) linem during the first bus cycle of Header

transfer and shall post 11 Vor each of the remaining bus cycles of header

transfer.

The header sh&II .pecify the modulu(s) whici are ao.lected as slave(5) for

the message sequence. Active module(s) which are addressed by the slave ID .,p .

field of HWA shall become slaves on the third cycle of Header transfer.

Slaves shall signal their participation in the message by posting the symbol

RCG (Recognize) on the Acknowledge Sat (AS) lines beginning with the third ,-
cycle of header transfer and continuing until header tran5fer is complete.

Modules shall cease being slaves when the current message is closed by a nor- """

mal completion, Abort or Suspend. All modules shall ensure that the AS lines I
are released during the first two cycles uf Header except that KAK shall be

r

, .p+, ./ ,K
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Table 5-3. Generic P1-bus Message Sequer~ce

PROTOCOL BUS STATE

SIGNAL LINES HEADER HEADER DATA DATA
ACKHCWLEDGE ACKNOWLEDGE --

DATA Header Acknowledge Data Acknowledge

Source= Master Slave(s) Master (Write) Slave(s)
Slave (Read)

_ _ _ _._a.

CYCLE TYPE PC H A D A

Sourcef-Master J
ACKNOWL EDGE KS H] RCG ACK RCG ACK N.-i

Source= Slave Slave Slave Slave

asserted as specified in "5.2.3.1.2.2 Uncorrectable Errors" to report errors
from the preceding sequence.

5.2.3.1.1.2 Header Acknowledie. The Header Acknowledge sequence shall fol-
low the Header sequence. A single Header Acknowledge transfer cycle shall be
used for all single slave sequences. The Tenure Pass Message sequence shall
include an additional (non-transfer) cycle to ensure a proper transition of sJt
filastership. The buJs master shall post the Header Acknowledge Cycle (A) symbol
on the CT lines during the Header Acknowledge cycle in uhich the slave is - -

scheduled to post the slave Acknowledge word. The slava shall indicate byn-
chronization with the bus master by posting ACK on the AS lines during the
Header Acknowledge cycle. Five Header Acknrwledge transfer cvcle•s shall be

| used for a multiple slave sequence. During the first multiple slave header
I acknowledge cycle, all slaves post a imssage status symbol on the data lines -

| and the ACK symbol on the AS lines, During each of the four remining acknowl-
I edge cycles, eight of the thirty-two modules are essigned a bit position on

the data lines upon which 'to post arn acknowledge bit and shall indicate syri-

chronization with the bus master by posting ACK oni the AS lines.

The Header Acknowledge sequence shvll complete the Tenijre Pass Message

and Parameter Write Message. The Block Massage and Bus Interface Message ýýj
sequences shall continue with a Data svquence con.•1s.sting of one or nore date

transfer bus cycles.

B -3 5
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5-2..1..3 P~g. The bus master shall post the symbol D during each cycle
of the Data sequence. The slave module(s) shall post RCG during each cycle of

the Data sequence. The bus master shall transmit data during write sequences
and the slave shall transmit data during thQd read sequences.

5.2.3.1.1.4 Data Acknowledg.g~. The Data sequence shall be followed by a
Data Acknowledga sequence. The Data Acknowledge sequence is identical in form
to the Header Acknowledge sequence. Blc MesgsadBsItraMsae
shall be concluded at the end of the Data Acknoidedge sequence.

5.2.3.1.2 Operation Under Exception Conditions.

5.2.3.1.2.1 block Message Suseer.d. The Data sequence of a Block Message may
be suspended by the bus master to permit higher priority communications. The - S%

Suspend sequence shall be performed as dief ined i n "5. 3.5.12 Suspend..

5.2.3.1.2.2 Vngorrectable Errors. Modules which are slaves shall signal .

uncorrectable detected errors by posting the symbol FlAK on the AS lines and
providing an error log in the Acknowledge words ag specified herein. Modules

shall post the symbol FlAK in rezponse to an uncorrectable error which occurs
during a Vie or during a Tenure Pass Message sequence- ,.

A module that detects an uncorrectable error which applies to the opera- t

tion of bus cycle N shall post the symbol HA!( on bus cycle H+2, If the
detected error occurred during the last two cyclesi of a message, the resultant -

FlAK diauringv the fj.-*+ fun r-%tr 105 nf the fnllowinn2 rr!-;n~ nr Idle. Mod-

ules which are not slaves nor contenders5 in a particular message sequence
shall not otherwise post FlAK during that sequence.

Slave modules shall record detected error conditions for the current
message in the single slave Acknowledge word or Multi cast Acknowledge Register
ais appropriate. The Bus Inter-face should also notify the device of any
d etected errors. When an Acknowledge Word is transmitted on the bus or stored
into the Multicast Acknowledge Register, the er-ror field shall not include9
errors which apply to the immediately preceding bus cycle.

FlAK shall have no specified effect or, the resulting operation of the
P1-bus othar than that when FlAK occursk or the asserted state of an Acknowledge
word error bit is detected, the master Bus Interface should report that fact
to the master device. The protocol provideD the Abort sequence as a means for9
the message to be terminated if required by the device.

5.2.3.2 Generic.HeaderfDefinition, -~''

The P1-bus protocol defines message headers consisting of two to ten
words. The first header word, Header Word A (IIWA). shall be used in all mos-

so0ge sevquences to define 1) the type of message anid 2) thw !5tave modulus for
that message. The number of scheduled c:ycles in a message shall be defined by
the message type and a datum transfer cycle count which sh~ill be given implic.-
itly in H1.A or explicitly in the Aecond head-?r word, Header Word B (HUB). For
the Bus Interface Message, FlUB shall alrno contain an) eight bit virtual address
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for the Bus Interface registers. The 32 bit virtual address used in Block and
Parameter Write messages shall be contained in the third and fourth header
words, Header Word CO (HWCO) and Header Word Cl (HIJCl). Block
Message-extended header sequences provide six additional header words, HWDO
through HWD5, for application dependent uses.

The generic format for Header Word A (HWA) is defined in this section. .. 9
Formats for the remaining Header words are specific to each message sequi;nce
and are defined in "5.3 DETAILED REQUIREMENTS.."

5.2.3.2.1 Header Word A.

The format illustrated in Figure 5-2 shall be used for Header Word A. r.

The fields of HWA shall be as specified below.

5.2.3.2.1.1 Slat'e Identification UPD) ±isid,. The 5lave ID field of HWA shall
specify the modules required to participate in the message sequence as slaves.
The Slave ID field shall provide an eight bit virtual slave address. The vir-
tual slave address (Slave ID) range shall be partitioned into 32 single slave
physical addresses, a slave broadcast address and 223 optional logical slave
addresses. The broadcast Slave ID shall select all active modules as slavas,
includint, the bus master module.

The logical Slave ID's shall be used only to define aliases -or individ- .
ual slave physical addre55ss or sets of slave n hysr.l addre!5ses. The use of -
a logical Slave ID rather than a physical Slave ID in addressing a module
shall not elicit any slave module response other than that which would have
been produced by using the module's physical Slave ID. A Slave ID value of 0
to 31 shall specify the single module whose Module Identification matches the
Slave ID field. A Slave ID value of 32 shall select all active modules as
slaves. The Slave ID values 33 to 255 shall select any active modules with the
given Slave ID enabled. 1he number of modules which respond to each of the
logical Slave ID values 33 to 255 is system dependent. This means that Slavea
ID values 33 - 255 can be used for single slave messages or multiple slave mes-
sages depending on the application.

During message sequences where the current bus master module is selected (-/
as a slave, the module shall act as both a master and a slave to the extent
that the complete standard bus message sequence can be observed on the bus AD
lines.

5.2.3.2.1.2 Format__Field (F. The Format field shall specify whether the N

message sequence will be performed using 16 bit (Type 16) transfers or 32 bit
(Type 52) transfers. The master device must insura that 32 bit transfers are
used only when no Type 16 module is selected as a slave. -

5.2.3.2.1.3 Message Tne- Fie]d (ISG TYPE). The Message Type field shall
specil:y the type of me3sage sequence to be performed according to the values

in Table 5-4. The master device must ensure that only the multiple slave ries-"•,
sage Types are used when more than one module is selected by the Slave ID
field.

B -37
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5.2.3.2.1.4 A&geS,5 Type Field .AT.. ThQ Access lype (AT) field shall be
passed from the master device to the slav, module for use as defined herein
and listed in Table 5--S5.

Application specific AT codes may be used to classify the type oil device
access to be performed during a particular message. Typical uses ars 1) tcn
specify direct or Indirect addressing, 2) to -specify address increment., 3) to
specify device dependent interpretations for extended header words and 4) to
access specific procescis in the device.

For Block Messages, bit 13 3hbll be used to signal the device that the
I current message is a new Block Message (bit 13 z: 0) or a resumption of a previ-
I ouslv suspended Block Message (bit 13 r 1).-

For Bum Interface Messages, the code 000 shall be used to accetis tha
Data Link address space. The Bus Interface physical and Data Link layer!
shall not utilize any AT field information except that contained in a Bus
Interface Message. Codes 001 through 011 shall be reserved for future u-30 bV
highQr level protocols. Higher level protocols, such as thone which provide A "
communication, between modules on different backplanes, are beyond the .cop"
of this specification.

Reserved AT codes shall be defi ned only bV future version. of this zspec- *,,. m
ification.

Figure 5-2. Header Word A For-mat - Data Lin.-,

AT SG TYPE SLAVE ID '

4 2 ¶1l f1 _9a3

(33 to 255• - LOGICAL ID)
(32 - BROADCAST IV)

(n to 31 - PHYSICAL ID) e

FORMAT - 0 z-16 .11" TRANSo:.R
"- 1 32 BIT T•AIISEE,

MESSAGE TYPE (see Tabl.e 5-4) .

ACCESS TYPE (%un Table 5-5)

B-38

d:i. .i

p,"o•m

0



PI-bus Specification Version 2.0 k%

K%

Table 5-4.. Message Type Codes

SINGLE OR READ MESSAGE
MESSAGE TYPE MULTIPLE OR TYPE CODE

SLAVES WRITE HWA c12..V>

PARAMETER WRITE SINGLE WRITE 0 0 0 1
MULTIPLE WRITE 0 0 1 1

BLOCK MESSAGE
-SHORT HEADER SINGLE WRITE 0 1 0 1

SINGLE READ 0 1 0 0
MULTIPLE WRITE 0 1 1 1

-EXTENDED HEADER SINGLE WRITE 1 1 0 1

SINGLE READ I 1 0 0
MULTIPLE WRITE 1 1 1 1

TENURE PASS SINGLE WRITE 1 0 1 0

BUS INTERFACE SINGLE WRITE 1 0 0 1
SINGLE READ 1 0 0 0
MULTIPLE WRITE 1 0 1 1

NOTE: Codes not listed above are reserved.

44
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Table 5-5. Access Type Codes

SEQUENCE TYPE ACCESS TYPE CODE
HWA <15.-13>

PARAMETER WRITE 000 THRU 110 - APPLICATION SPECIFIC.
(PASSED TO DEVICE)

111 - RESERVED.

I BLOCK MESSAGE
I BITS 15-14 00 THRU 11 - APPLICATION SPECIFIC
I (PASSED TO DEVICE)
I BIT 13 0 - NEW MESSAGE
I 1 - RESUME PREVIOUS MESSAGE

TENURE PASS 000 - TENURE PASS.
001 THRU 111 - RESERVED.

BUS INTERFACE 000 - BUS INTERFACE LINK REGISTER
SPACE.

001 THRU 011 - RESERVED FOR HIGHER LEVEL
PROTOCOL ACCESS.

100 THRU 110 - IMPLEMENTATION DEFINED ..
REGISTER SPACE.

111 - RESERVED.

5.2.3.3 Header And Data Sequence Acknowledement.
%,'.

Header and Data Acknowledge sequerces have the same form and use the
same word formats. There are two basic formats for the acknowledgement, sin-
gle slave and multiple slave. The single slave Acknowledge sequence shall be
used when the Sequence Type field in HWA specifies a single slave sequenice and
the multiple slave Acknowledge sequence shall be used whenever the Sequence
Type field in HWA specifies a multiple slave sequence. The single slave
Acknowledge sequence transfers one word of message status information from the
slave to the master. The multiple slave Acknowledge sequence transfers 1) -. ,
eight bits of aggregate message status information from the slaves to the mas-
ter and 2) an individual bit of message status information from each of the 32
possible slave devices to the master.

V
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5.2.3.3.1 Single Slave Acknowledge.

The slave module shall perform error checking and logging during the
message sequence. The Single Slave Acknowledge Word (AWS) defined herein pro-
vides the master with a record of the logged errors and the Modulo Identifica-
tion of the slave.

The Single 51ve Acknowledge Word shall be transmitted from the slave to
the master during the Header and Data Acknowledge cycles of each single slave
Sequence. The master Bus Interface should pass the Single Slave Acknowledge
Word to the master device.

The Single Slave Acknowledge Word format shall be as shown in Figure 5-3
and specified below.

5.2..3..1.1 Slave Module Identification Field (MID). The Slave Module Iden-
tification field shall contain the MID for the slave.

5.2.3.3.1.2 Acknowledge Word Type Field (AWT). The Acknowledge Word Type
(AWT) field shall contain a two bit binary code as specified in Figure 5-3.

An AWT code of 00 shall specify that the slave has closed the message sequence
with this header or data acknowledge, as appropriate. In conjunction with an
S field value of 0, an AWT of 00 shall specify message complete. In conjunc-
tion with an S field value of 1. an AWT of 00 shall specify that the Acknowl-
edge Word completes the slave's response to a Suspend sequence as specified in

"5.3.5.1 Suspend.." AWT codes 01, 10 and 11 shall specify that the slave is

acknowledging the completion of the header sequence. The codes 01 and 10 fur-
thor specify that the slave will respond to a Data sequence suspend with two

I)r eight Resume Control Words, respectively. The S field code shall be 0 for
an AWT code of 01 or 10. An AWT code of 11 shall further specify that the
slave cannot perform a suspend sequence during the current message. The 5
field code shall be 1 for an AWT code of 11. The slave shall u5e an AWT code
of 11 and an S code of I for any Bus Interface Message Data Acknowledge.

5.2.3.3.1.3 Errors Field. The slave module shall specify detected errors in
bits 7 through 13 of the Acknowledge word. Errors reported in the Header
Acknowledge Word shall be those errors that originate in the current message
from the start of the Header through the second cycle prior to the Header

Acknowledge. Errors reported in the Data Acknowledge Word shall be those
errors that originate in the current message from one cycle prior to the Head-
er Acknowledge through the second cycle prior to the Data Acknowledge. In
addition to logging current message error indications, the Bus Interface
should report detected errors to the device at the time of detection.

The definition of each error type in the single slave acknowledge word :.
shall be as listed below:

Correctable Line Error A signal line error has been detected and cor-
rected.

Uncorrectable Line Error A signal line error that cannot be corrected
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has been detected.

eSquence Error The Cycle Type, Acknowledge Set. Wait and bus
Request line sequence of states is not in
agreement with defined protocol sequences or
rules.

Pr•t•tt Error A Bus Interface Message write operation has

been attempted which is write protected.

Command Error A Header Word A has been received which is not -=
in agreement with the defined protocol or the
slave is unable to perform the commanded opera-
tion because the current bus master's priority
code is unknown. I,'

Rtsour.ce Hot Pres•nt Error A resource or capability that is not imple-

mented has been addressGd in this module. ,
VJ,

IDevica Error Module device has detected an error attempting
to perform a bus related operation.

I 5.2.3,.3.1.4 k~u__Fj.ig_.... The slave module shall specify in bit 14 of the
I Ackn.rwledge word whether the slave device is Busy or not Busy. The device

eh-fr.1 1 bem- recorded c5 Buquý onnly when the device is unable to accept an other-- *3
win,, vb. id message because of other operations in progress. The master should
abort any sequencu ii,; which t-he slave device is specified as Busy. The master
may retry the message at & lnter time.

I 54t.3.3.l.5 5.uj•!.enPiJ~i.ssLdj. The slave shall specify in bit 15 of the
H !ader Acknowledue Word w;hether the .essaga is suspendable or not suspendable.
OnlY Bloch MQs5ages may be specified as suspendable. The slave shall specify

I In hit 15 of the Data Acknowledge Word whether the Data Acknowl•edge is in
I re5sponse to U Suspend sequence or the completion of the mssage,.

I
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Figure 5-3. Stnole Slav* Acknowledge Word Format - Date Lines

5 B ERRORS AWT SLAVE MID

II I I I I ~ M:B LSB

<-- 1= ERROR ...... >

<-- 0= NO ERROR ---- > SLAVE MODULE IDENTIFICATION

ACKNOWLEDGE WORD TYPE
00 (S=1) - MESSAGE COMPLETE
00 (5=0) - MESSAGE SUSPENDED

01 - HEADER COMPLETE, DATA EXPECTED,
(S=O) SUSPENDABLE, 2 RC WORDS

10 - HEADER COMPLETE, DATA EXPECTED,
C(S-0) SUSPEHDABLE, 8 RC WORDS

11 - HEADER COMPLETE, DATA EXPECTED,
"S= -SLr L OT ..SEN0.. ADLC

CORRECTABLE LINE ERROR

UNCORRECTABLE LINE ERROR

SEQUENCE ERROR

PROTECT ERROR

COMMAND ERROR

RESOURCE NOT PRESENT ERROR

DEVICE ERROR

DEVICE BUSY 0 - NOT BUSY
I - BUSY

HEADER ACKNOWLEDGE: 0 - SUSPENDABLE
I - HOT SUSPENDABLE

DATA ACKNOWLEDGE: 0 - MESSAGE SUSPENDED
1 - MESSAGE COMPLETE
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5.2.3.3.2 Multiple Slave Acknouledge.

A Multiple Slavs Acknowledge sequence shall consist of one bus transfer
cycle to transmit aggregate message status and four bus transfer cycles to
transmit individual acknowledge bits. The first transfer cycle shall be used
by each slave to transmit a Message Status Word to the master. The individual
Message Status Words shall be wire-ORed on the bus to form an aggregrate Mes-
sage Status Word. The remaining four transfer cycles shall be used to trans-
mit multiple slave Acknowledge symbols from the slave(s) to the master. The
five transfer cycles are labeled HAD, HAl, HA2, HA3 and HA4 for a Multiple
Slave Header Acknowledge sequence or DAD, DA1. DA2, DA3 and DA4 for a Multiple
Slave Date Acknowledge sequence.

During cycles HAD and DAD, slave modules shall transmit & Message Status
word to the master using Data lines <15.. .0>. The format of the Message Sta-
tus word shall be as defined in Figure 5-4 and Figure 5-5. Data lines
<15...8> shall have the same meaning as bits <15.. .8> of the Single Slave
Acknowledge Word and these bits shall be replicated on Data lines <7...0>,
respectively, to permit error checking. If there is an uncorrectablG error in
the Data line group, the module shall assume that both lines in any affected
pair of redundant lines are asserted. For Class EC messages, bits <15.. .8>
shall also be replica'ed on Data Check lines <7.. .0>, respectively, to permit
error correction. Modules shall not assert any Data Group line on cycle HAO
or DAG other than thQ lines defined above. The Master Bus Interface should
pass the aggregate Message Status to the master device.

Header acknowledga cycles HAl through HA4 shall be used to transfer "Ac-
knowledge" multiple slave acknowledge symbols from the slave(s) to the master,
5lave modules with MID values 0 through 7 shall post the "Acknowledge" symbols
Ihown in Table 5-6 and Table 5-7 on the Data Group during cycle HAl. Slave
modules with MID values 8 through 15 shall post their "Acknowledge" symbol
during cycle HA2 of the sequence. Slave modules with MID values 16 through 23
shall post their "Acknowledge" symbol during cycle HA3 of the sequence and
slave modules with MID values 24 through 31 shall post their "Acknowledge"
symbol during cycle HA4 of the sequence. Modules shall not assert any Data
Group -line other than the lines included in their symbol on their assigned
Acknowledge cycle.

Data acknowledge cycles DAI through DA4 shall be used to transfer the
"I Acknowlpdge" or "Ho Acknowledge" multiple slave acknowledge symbols defined
in Table 5-6 and Table 5-7 from the slave(s) to the master. The "Acknowledge"
multiple slave Acknowledge symbol shall be posted on the Data Group during the
I aigncd cycle of a Data Acknowledge sQquonce when the module is a slave and
has detected no uncorrectable errors in the current sequence. Otherwise the
slave shall post "No Acknowl,2dge" during the aisigned Acknowledge cycle.

Slave modules with MID values 0 through 7 shall post their multiple slave
Acknowledge symbol on the Data Group during cycle DAl. Slave modules with MID
values 8 through 15 shall post their mult;ple salve Acknowledge symbol during
cycle DAZ of the sequence. Slave modules with MID values 16 through 23 shall
post their, multiple slave Acknowledge symbol during cycle DA3 of the sequence
and slave modules with MID values 74 through 31 shall post their multiple
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I slave Acknowledge symbol during cycle DA4 of the sequence. Modules shall not k
I assert any Data Group Line other than the lines included in their symbol on
I their assigned Acknowledge cycle.

The multiple slave Acknowledge symbols posted by the slave(s) during a
particular Acknowledge cycle shall be logically OR'ed on the bus' to produce

I one of the four Multiple Slave Acknowledge Words (AWMI, AW12, AWM3 or AUM4)
which shall be used during each multiple slave acknowledge sequence. The mas-
ter Bus Interface should pass the Multiple Slave Acknowledge Words to the mas-
ter device.

-.c

In addition to posting their assigned acknowledge symbol, slave modules ¾"
shall post the symbol ACK (or NAK if required in response to an error) an the
AS lines during their assigned Acknowledge cycle. Slave modules shall post
the symbol H5 (or HAK if required in response to an error) on the AS lines dur- .4
ing the Acknowledge cycles in which they are not assigned to post their
Acknowledge symbol.

Errors shall be logged during multiple slave sequences as specified for-;.,,
single slave sequencQ3. A inultitmst sequence acknowledge word which has the
same format and information that a Single Slave Acknowledge Word would haver
had if the sequence had been a sifigle slave sequence shall be stored in the
Multicast Acknowledge Register tsce "5.3.7.3.1 Multicast Acknowledge Regis-
ter - Address 0.") on the slavyva assigned Header Acknowledge cycle. During
multiple slave bus Tntarface 6t ssage and block Message sequences. a word
equivalent to thu Data Acknowiedge word for a single slave sequence shall be

1 formed. The ackncwledge infurr-%iain stored in Multicast Acknowledge register
* bits <14. .7> on the Header Acknu,,4ledge cycle shall be logically OR'ed with
* bits <14..7> of the equivalent single slave Data Acknowledge word and the
I result stored in bits <CJ..P7 of the Multicast Acknowledge register on the
I slave's assigned Data Acknow½'$ge cycle. Bit <15> and bits <6..0> of the ""
I equivalent single slave Data Acknowledge word shall ba stored in Multicast
I Acknowledge Register bit <15> end bits <b.,O>, respectively, on the slave's I

ass;gnod Data Ackr.owledgo cycle. All detected errors should be reported to
the device at the time of detection.

13, 45
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I Figure 5-4. Multiple Slave Status Word Format (AWMO) - Date Lines
I

I I

S B ERRORS I B ERRORS

< -- 1= ERROR --- > <-- BIT$ <15.. .g> ---- >

=<-- O NO ERROR-> REPEATED

L UNCORRECTABLE LINE ERROR

SEQUENCE ERROR

PROTECT ERROR

L COMMAND ERROR

RESOURCE HOT PRESENT ERROR

DEVICE ERROR

DEVICE BUSY 0 - NOT BUSY
I - BUSY

HEADER ACKNOWLEDGE: 0 - SUSPENDABLE
1 - NOT SUSPENDABLE

DATA ACKNOWLEDGE: 0 - MESSAGE SUSPENDED
1 - MESSAGE COMPLETE

f -I
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I Figure 5-5. Multiple Slave Status Word Format - Data Check Lines
I
I (Used only for Class EC)
I
I

I
IS B ERRORS

SIII I
I <-- 1= ERROR --- >

0=-- N HO ERROR-> j -

J UNCORRECTABLE LINE ERROR

I SEQUENCE ERROR

PROTECT ERRORI F.

I COMMAhI ERROR

I RESOURCE NOT PRESENT ERROR

I I DEVICE ERROR

DEVICE BUSY 0 - NOT BUSY

I - BUSY

I HEADER ACKNOWLEDGE: 0 - SUSPENDABLE
I 1 - NOT SUSPENDABLE

I DATA ACKNOWLEDGE: 0 - MESSAGE SUSPENDED

S -1 - MESSAGE COMPLETE
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Table 5-6. Multiple Slave Acknowledge Symbol Formats (Four Words)

MODULE ID ASSIGNMENT DATA LINES

AWMI AWM2 AWM3 AWM4 15 14 13 12 11 10 9 a 7 6 5 4 3 2 1 0

0 8 16 24 0 0 0 0 0 0 A 0 a 0 0 0 0 0 A

1 9 17 25 0 0 0 0 0 A 0 0 0 0 0 0 0 A 0

2 10 18 26 0 a 0 0 0 A 0 0 0 0 0 0 0 A 0 0

3 11 19 27 0 0 0 0 A 0 0 0 0 0 0 0 A 0 0 0

4 12 20 28 0 0 0 A 0 0 0 0 0 0 0 A 0 0 0 0

5 13 21 29 0 0 A 0 0 0 0 0 0 0 A 0 a 0 0 0

6 14 22 30 0 A 0 0 0 0 0 0 0 A 0 0 0 0 0 0

7 15 23 31 A 0 0 000 A 0 A 0 0 0 0 0 -

A) O=HO ACKNOW.LEDGE / IACKNOWLEDGE

%-.. ',

%

.4
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Table 5-7. Multiple Slave Acknowledge Symbols (Four Words)

Data Check Line Formats (Used only for Class EC)

MODULE ID ASSIGNMENT DATA CHECK LINES

AWM1 AWM2 AWM3 AWM4 7 6 5 4 3 21 1 0

0 8 16 24 0 0 0 0 0 0 0 A

1 9 17 25 0 0 0 0 0 0 A 0

2 10 18 26 0 0 0 0 0 A 0 0

3 11 19 27 0 0 0 0 A 0 0 0

4 12 20 28 0 0 0 A 0 0 0 0

5 13 21 29 0 0 A 0 0 a 0 0

6 14 22 50 0 A 0 0 0 0 0 0

7 15 23 31 A 0 0 0 0 0 0 0

A) 0-nO ACKNOWLEDGE ,; i:ACKNOWLEDGE
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5.3 DETAILEQ REQUIREME1T5.,

5.3.1 INTRODUCTION

Detailed requirements for the PI-bu3 Data Link protocol are specified in
this section. The bus states which govern the cycle-by-cycle operation of the
bus are defined and their relationships to the protocol states are given. The
bus mastership protocol is specified, including requirements for the use of
Bus Request. All PI-bus communications sequences are specified by sequence
diagrams which show the scheduled sequence of bus states and corresponding
module operations. Any sequence not specified herein bhall be considered
Invalid.

The protocol for using Wait to insert non-transfer cycles into a message
sequence is specified. The Data Link facilities which are required to be
accessible over the bus are defined. Finally, bus response to error condi-
tions is specified and bus diagnostics techniques are defined.

5.3.2 BUS STATE DEFINITIONS. k

The protocol states defined in "5.2 GENERAL REQUIREMENTS." consist of
sequences of bus states. The bus states shall define the information content
of each bus cycle. Table 5-8 lists the bus states along with their corre-
sponding Cycle Types and the protocol states in which they appear.

B-50
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Table 5-8. Bus State Definitions

BUS PROTOCOL
STATES CT STATE COMMENT

I jIdle Bus Idle cycle.

VO .. V3 V Vie Vie priority bits resolved, 3 per step.

VZO VZ3 V Vie Non-Transfer cycle for vie decision time.

NO NjO Header First cycle of header transfer.

HI .. H9 H Header Additional cycles of header transfer.

HZ H Header Non-Transfer cycle for decision time.

HAO A Header Ack Single slave or first multicmst
Header Acknowledge.

I HA1 .. HA4 A Header Ack Additional multicast header acknowledge.

IAZ A Header Ack Non-Transfer cycle for decision time.

U U Duaxa Datum xranziwr- uylm

DZ D Data Non-Transfer cycle for decision time.

I DAO A Data Ack Single slave or first multicast
I Data Acknowledge.

I DAI .. DA4 A Data Ack Additional multicast acknowledge cycles.

SO .. $2 S Data Cycles announcine me5sage being nuspended.

ABO . AB3 ABAbort Cvclas announcina secuence beino aborted.

I !_ _ i51
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Each of the PI-bus communication sequences defined hQrein has a corre-

spending sequence diagram which shows the required schedule of bus states and

the corresponding bus operations for that sequence.

The Sequence diograms contain the following information-

Bus State Unique bus state is shown for each scheduled bus cycle,

DATA 
,

D(31..16) Data format type or state for the most significant 16 bits of

a 32 bit bus.

D(15..O> Data format type or state for the 16 bit bus or the least sig-

nificant 16 bits of a 32 bit bus.

Source Bus Interface driving the data lines; master CM) or slave (S).

Read Source Shows cycles where the slave (S) sources the Data during a
read sequence.

"iriie Source Shows cvycies where thu mamier M ao urun- Datea r- riFew-i t

sequence.

If no Source, Read Source or Write Resource is shown, data

lines are released.

VCYCE YPE

Cycle Type Defines Cycle Type symbol for each scheduled bus cycle.

Source Shown the source of the Cycle Tyoe symbol as the master (M) or
a cont2nder (C).

ACKUWIJLEDGE SET

Acknowledge Defines the state of the Acknowledge Set lines for each bus

cycle. The AS lines may be driven by a single slave, by mul-

tiple slaves or by contenders in Vie. For the multiple slave
case, an HS (Not Selected) beneath ACK means that an HS symbol

may appear for that bus cycle if there are no sources for ACK
during that cycle out of the group of potential slavq (S)
sources.
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Source The Acknowledge Source Is shown as slave(s) (S) or
contender(s) (C) ur, if not shown, the lines are released.

Source (7-0) For multiple slave case, the Source maybe any slave(s) (S)
with an MID value of 0 thru 7.

Source c15-3> For multiple slave case, the Source maybe any slave(s) CS)
with an MID value of 8 thru 15.

Source <23-10) For multiple slave case, the Source maybe any slave(s) (S)
with an MID value of 16 thru 23.

Source (31-24) For multiple slave case, the Source maybe any slave(s) CS)

With an MID value of 24 thru 31.

PALI

Allowed Definvs bus cycles where Wait may be bsserted. A source for
Wait is not shown in these sequences since the scheduled
sequence of bus states assumes that Wait in not asserted.

A set of four, colons C::;:) in a sequence diagram indicates that a number of
bus states occur in the sequence at that point.
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5.3.3 BUS MASTERSHIP.

The protocol governing bus mastership Is specified herein. The Vie and
Tenure Pan! Message sequences which assign bus mastership to a particular mod- %
ule are defined. The protocol which allows a module with higher priority than
the current bus master to request a Vie sequence by asserting Bus Request is
specified.

5.3.3.1 Vie Sequence.

The Via sequence shall be used to determinq a single bus master for the "
first Header sequence which occurs after the bus enters the Idle state. The .
bus master shall be selected on the basis of the Vie Priority code stored in 0'
each contender's Via Priority Register (see "5.3.7.3.6 Vie Priority Register
- Address 5.w). The selected bus master may retain tenure or may assign ten-
ure to another module by using the Tenure Pass Message sequence definQd in the .

next section.

Any module that requires bus mastership may initiate Vie after two or-Z't
more cycles of Idle. Modules shall be capable of participating in a Vie a

sequence which begins on the third or any later cycle of Idle. All active mod-
ules shall monitor each step of the Vie process and store the Vie Priority
level of the winning module.

Due to pipeline delays, a module may attempt to initiate Vie up to one
cycle after Vie is initiated by another module. In that case, the module
which attempted to initiate the late Vie sequence shall cease to contend on
next cycle and Dhall complete the original Vie sequence as a non-contender.
Modules shall not attempt to initiate Vie more than one cycle after the V -

cycle type has been posted on the Cycle Type lines.

The Vie sequence shall be a four step sequence as defined in Table 5-9.
Each vie step shall use two bus cycles to resolve three of the twelve bits of
Vie Priority code. Modules which are contending for bus mastership !shall
decode the three most significant bits (VP<ll..9>) of their Vie Priority code-£~ - nv . . . . .... : . t- . M , l , 's: r- - -- -. e

.s2-, snji, o,, r uaw Cridvuvd as 5hoi, I;n TIblU 5-1u anti Tabie 5-1.
Modules shall initiate Vie by posting the Module Vie Code on the Data line J.
group and the V cycle type on the Cycle Type lines. On the following bus
cycle, contenders shall release the Data line group.

B-54,
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Table 5-9. Vie Sequence

BUS STATE

SIGNAL LINES VO VZO V1 VZ1 V2 VZ2 V3 VZ3

DATA X •-

D<31..16> 0 0 0 0 0 0 0 0
D<15..0) VCO 0 VCl 0 VC2 0 VC3 C

Source= C C C C

CYCLE TYPE V V V V V V V V '4"'

Sourc,.C

ACKNOWLEDGE HS HS RCG RCG RCG RCG RCG RCG

Source= C C C C C C

WAIT 0 0 0 0 0 0 0 0
Allowed NO NO NO N0 NO No NO I¶.

STEP SUB-CYCLE 1 2 1 2 1 2 1 2

VIE PRIORITY 11,10,9 8,7,6 5,4,3 2,1,0

VIE STEP 20 1 2

- VC)( is the vie code formed by the inclusive 'OR' of the
vial codus assa"rtld by all contending modules (C).

corirrdwrai from the L'.ita line group at the end of the first cycle of Vie (bus --

statm VO) as an Ag•rgnte Via Code (VCC). During the second cycle of each
step, eoash contrinder (C) shall compare -the posted Module Vie Code to the
Aggregoqe,, Vio Codet roao from thg bus. I'F the Aggrogate Viq Code read from the
bua haa, a bit aoiiertud in a moru 'ignificant bit position than the Module Vie

CodIe potted, by 0t441 OrIoUie tlni t=hi moduh.. h.is lost contention and shall not
I drive the bue on any rumrnir'ing ciluis irn the Výýe sequence. If the contender's

pomted Modulo Vfie Codae I',.,11 the saireo bi) 41flS9rt. d dia the most significant bit e
mssq.rtad in thm Avga$eyjM:e Vie Cc, d, the madule has vnot lost the vie step and

ha,). procee•ed to the niaxl. Vila Bteup as a c:;4eaxidar. If there is an uncorrecta-
bo.e mrror in the Daaii line grou , h'.h.j-1- 11,du1 .5h' 1. a8,,sLutmeG that both lines in "-"
any affa•o.i:mid p•/ir of raec'undt'Jnt line,'t ar'e are~srt:ud.

:17
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This process shall be repeated in the sacond, third and fourth vie steps .- ,
using Vie Priority coda bits VP<8..6>, VPC<. .3> and VP<2..O>, respec- __.

tively. At the conclusion of the fourth vie .tep, at most one module remains
as a contender and that module shall become the new bus master. If a bus mas-
ter is selected, uniqueness is guaranteed bV the five MID bits within the Vie
Priority Code. The bus master must post HO on the bus cycle immediately fol-
lowing the VZ3 cycle. If no bus master is selected due to error conditions,
the bus shall return to the Idle state.

Table 5-9 defines the detailed sequence of bus states and module actions
during the Vie sequence. Thu Data lines are shown as two groups of sixteen
lines each. Lines D<31..16>, if implemented, shall remt n released throughout ""'A
the Vie sequence. Contending modules shall post their Module Vie Codes on ¢

D<15.,O> and, for Class EC buses only, on DCC<7..0>. The Module Vie Codes
posted by the contending modules shall be logically OR'ed during the first
cycle of each vie step to form the AggreuatQ Vie Code for that step. Conten-
ders shall post the symbol V on the Cycle yvpe lines during each cycle of Vie
as illustrated. Contenders shall also post the symbol RCG on the AS lines
during each cycle of the second, third and fourth vie steps. All active mod-
ules shall post HAK on the AS lines on cycle N+2 each time an uncorrectable
Data group or Cycle Type group error whic'i applies to the operation of bus
cycle H is detected.

Modules shall not assert Wait nor Bus Request during the Vie sequence.
Non-contenders shall not assort any line or post any symbol during the Vie
StQijQnCu t ,thur tha,, pu=Li FW NAK en th. AS linus an mpacified above. ALL"
active modules shall monitor the Vie sequence and record the winning bus mas-
ter't priority code. Uncorrectable Data cr Cycle Type group line errorsr, r
detected during the Vie sequence shall cause the modules which do not win the

I Vie sequen,;e to store "unknown" as the currant bus master's priority code.
1 During sub-cycle 1 of each Vie step, Date line errors for bit pairs other tha, r
I the most significant pair that has a line aiverted may be considered currecta-
I ble on Class ED buses since the winning priority i- niot affected. A module

which has "unknown" for the current bus master's priority code shall signal
"command error" to the bus master if the module becomes a slave during the bus
master's tenure (see "53..9 Error Detection, Recovery And Diagnostics.").

.4'.,,•
WI:;

• 4o,

]•-•6....'
' ,'r o.
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Table 5-l0. Module Vio Code Format - Data Lines

DATA LINES

BIT 15 14 13 12 3.1 10 91 8 7 615 4 3 2 1 0
PATTERN

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1

001 0 a 0 a0 0 1 0 0 0 a 0 0 0 1 0

1: 7:7777k01 0a 0 0 1 000
01 000 1 0 0 0 0 0 1 0 0 00 0 0 0 1 0 00

1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0

1 0 1 0 a 1 0 0 0 0 0 0 0 1 0 0 0 0 0

I 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0

I I1 1 01 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

r 1 10 9 Vie Priority register bits for first via step.

8 7 6 Vie Priority register bits for second vie step.

5 4 3 Vie Priority register bits for third vie step.

2 1 0 Vie Priority register bits for fourth vie step.

N
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Table 5-11. Module Vie Code Format - Data Check Lines

DATA CHECK LINES

BIT 7 6 5 4 3 2 1 0
PATTERN

0 0 0 0 0 0 0 0 0 1

001~ ~ 00 00 10 0 1 0 a 0 0 1 0

010 000 0100
0 1 1 0 0 0 0 1 0 066%

1 0 0 0 0 a 1 0 0 0 0

1 0 1 0 0 1 0 0 0 0 0

I 1 0 0 1 0 0 0 0 0 0

1 1 1 1 0 0 0 0 0 0 0

11 10 9 Vp Priority roaister
bits for first

vie step.

8 7 6 Vie Priority register
bits for second

vie step.

5 4 3 Vie Priority register
bits for third

vie step.

2 0 Vi Priority register
bits for fourth

via step.

•-B-z
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5.3.3.2 Tenure Pass Mesagn

The current bus master may use the Tenure Pass Message to assign bus i.
mastership directly to another module. The current bus master may also use
the Tenure Pass Message to begin a new tenuhe under the current or a revised
priority code. However, the Tenure Pass Message shall not be performQd if Bus
Request is in the asserted state two cycles prior to the HO cycle on which the
Tenura Pass Message sequence would have started. 0-

The formats which shall be used for the Tenure Pass Message header words
are shown in Figure 5-6. For the Tenure Pass Message, the slave ID field of
Header Word A (HWA) shall be set to the Module Identification (MID) of the
module which shall become the new Bus Master. The five least significant bits
of HWB must be the same as the five least significant bits of HWA. Bits five
through seven of HWA must be zero. The Format (F) bit in HWA shall be 0 and
the Type 16 sequence shall be tised for both Type 16 and Type 32 buses. Header
Word 6 (HWB) shall contain the new bus master priority code. .2%

Figure 5-6. Tenure Pass Message Header Word Formats

HEADER WORD A CHWA)

AT MSG TYPE F SLAVE IDf I I! ~ I I IIT
V IU . , -..

I0 o 011 01 01 01 oa M 01 D MI

HEADER WORD B (HWB) -

I .1) l 1 lj 1 5 l Z Jl l l X ~ i V 1 3 1 7 . 61 5 1 41 31 21 1 1 0 1! " •

MSB LSB MSB LSB

HrEW MASTER MODULE
IDENTIFICATION (MID)

HEW MASTER LOGICAL
PRIORITY CODE

RESERVED (ZEROS)

The scheduled sequence of bus states for the Tenure Pass Mes.ave shall
be as shown in Table 5-12. Each bus atate shall use one bus cycle except that
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the master or slave may Insert non-transfer cycles into the sequence by
asserting Wait during the HZ and/or HAO states.

To Initiate a Tenure Pass Message, the bus master (M) shall post HWA on
D<15..0> avid post the symbol HO on the Cycle Type (CT) lines during the HO
state of the Tenure Pass Message. The bus master shall post HWB on D<15. .0>
and the symbol H on the CT lines for the Hl state. During the HZ state, the
Data group lines shall be released and the bus master shall post H on the CT
lines. Also, the slave CS) shall post the symbol RCG on the Acknowledge Set
group lines. On the HAO state, the slave shall post the single slave Acknowl-
edge word (AWS) on D<15..0> and shall post the symbol ACK on the AS group
lines. Also, the master shall post the symbol A on the CY group lines. The
bus master shall post A on the CT liaes and the slave shall post ACK on the AS
group lines during the HAZ state. The Data group lines shall be released dur-
ing HAZ.

The original bus master shall not post Abort nor post Wait on HAZ and
shall release all signal lines on the bus cycle following HAZ. The original
bus master's tenure shall end with the HAZ state and the original slave's ten-
ure as the new bus master shall begin on the next bus cycle.

All active modules shall monitor the Tenure Pass Message and shall
acquire the new bus master's priority code from HWB. Any module that detects
an error in the Tenure Pass Message shall store "unknown" as the current bus
master's priority code. A module which has "unknown" for the current bus mas-
ter's priority code shall signal "command error" to the bus master if the mod-
ule becomes a slave during the bus master's tenure (see "5.3.9 Error
Detection, Recovery And Diagnostics.").

The Tenure Pass Message shall not affect the Vie Priority Register of any
module.

I.A
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Table 5-12. Tenure Pass Message Sequence

BUS STATE

SIGNAL LINES HO HI HZ HAO HAZ

DATA
D<31..16> 0 0 0 0 0
D<15..0> HWA HWB 0 AWS 0
Source WM I S

CYCLE TYPE HO H H A A
Source :M

ACKNOWLEDGE NS HS RCG ACK ACK
Source S S S

WAIT 0 0 0 0 0

Allowed NO HO YES YES (1)

LI1 lU.- U14 SI--; *I• ,^L ,a-vL~r L qo,, ir , Wolt~ U,, •,,,• LY -

V

B6

B--61

'd



PI-bus Speclficatien Version 2.0

5.3.3.3 Bua Reauest.t

The Bus Request line shall be asserted by a module to signal the current
bus master that the module has a higher priority requirement for bus master-
ship. The module asserting Bus Request shall ensure that this condition is
met by only asserting Bus Request when the module's Vie Priority register con-

i tains a higher priority code than that of the current bus master. A module %

I shall not assert Bus Request when the current bus master's priority code is
I unknown. The current bus master shall honor Bus Request by relinquishing ten-

ure and releasing all bus signal lines by the end of the Vie Interval defined
by the sum of the bus cycles specified by the contents of the Vie Interval A
Register plus the contents of the Vie Interval B Register plus six cycles (see
"5.3.7.3.4 Vie Interval A Register - Address 3." and "5.3.7.3.5 Vie Interval
B Register - Address 4.").

The assertion of Bus Request shall be allowed on any bus cycle, except
for the cycles starting with the third cycle of Idle and continuing through
the last cycle of Vie. If a module asserts Bus Request during a Tenure Pass
Message and the new bus master acquires tenure with a higher priority than the
module asserting Bus Request, the module shall release Bus Request within six
cycles after the start of the next bus master's tenure.

The bus master shall count all bus cycles, including non-transfer cy-:len,
whenever Bus Request is asserted. The first cycle counted shall be the tirst 'p>
cycle after the cycle containing the initial assertion of Bus Request. Any '"-

zubzcquent cy1cl in which Bum Requ~mt is raleased shall n.ot ba coun,%Qd afid
shall cause the accumulated count to be discarded. To relinquish tenure, the
bus master may:

I. release all bus lines to place the bus in the Idle state rather than post

an HO cycle or

2. if a single slave Block Message data sequence is in progress and thq AWT
field in the associated Single Slave Header Acknowledge Word is 010 or
011, the bus master may perform a Suspend Sequence (see
"5.3.5.1 Subpend.") and release all bus lines before the total Vie Inter-
val time elapses.

If the cycle count reaches the sum of the value specified in the Vie Interval A
Register plus the value specified in the Vie Interval B Register, the bus mas-
ter shall perform an Abort sequence such that the first cycle of the Abort
sequence occurs on the second bus cycle immediately following the cycle that
exceeds the Vie Interval limit. After completing the Abort sequence the mas-
ter shall immediately relinquish tenure and release all bus lines (see
"5.3.5.2 Abort.").
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S.3.4 MESSAGE SEQUENCES

5.3.4.1 Pargametr Write Messane. As.•

The Parameter Write Message shall be used to transfer a one word parame-
ter from the master device to a slave or multiple slave devices. The Parame-
ter Writs sequence of bus states shall be as defined in the following tables:

Type 16, single slave ---- Table 5-13

Type 16, multiple slave -- Table 5-14

Type 32, single slave ---- Table 5-15

Type 32, multiple slave -- Table 5-16

Header word formats for the Parameter Write message shall be as shot4n in
Figure 5-7. Header Word A shall specify the slave(s), Type 16 or 32 Format,
Access and Message Types. The Access Type field is application dependent,
except that the code IlI shall be reserved. Message Types shall be as defined
for the single slave (SS) and multiple slave (MS) cases. Header Word B shall
contain the parameter information to be pas3ed to the device. Header Word CO
and Cl shall contain 32 bits of virtual addressing information to be passed to

The Header Acknowledge Word (AWS) shall suprply current message status
Sinformation to the master from the slave for ýinple slave sequncen. For mul-
I tiple slave sequences, the Multiple Slave Status Word (AWiKCO) shall supply ctt---
I rent message status information to the master. The multiple slave Header
I Acknowledge Words (AWMI, AWM2, AWM3, AWM4*) convey the list of slave partic-

ipants to the master.

B-63
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Figure 5-7. Parameter Write Header Word Formats

HEADER WORD A (HWA)

AT MSG TYPE FI SLAVE ID

L2 I I I:,I.31Iu1 oFI,0- 'I #1 'I 'I 5I •I •I zji Io
IACCESS 0001-SS I

TYPE co01-MS

HEADER WORD B (HWB)

[1'lH3,12,,1o ,I 1 7; 61 41 "I 31 21 1I oi
MSB < --------------- PARAMETER --------------- > LSB

HEADER WORD CO (HWCO)

15 <-----LEAST SIGNIFICANT ADDRESS BITS ------ > 0

HEADER WORD Cl (HWCl)

11.51;•I,1i:2JI,01 ,I ~.ILI 61 51 4I 31 -2 1I o1
31 < .---- MOST SIGNIFICANT ADDRESS BITS ------- > 16
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Table 5-13. Parameter Write Sequence - Type 16 Single Slave

1%
BUS STATE

SIGNAL LINES NO HI H2 H3 HZ HAD

.DATA
D<31..16> 0 a a 0 a 0

D<15..0> HWA HWB HWCO HWCi 0 AWS
Source= m m M N S

CYCLE TYPE HO H H H H A
Sourcu=M

ACKNOWLEDGE NS NS RCG RCG RCG ACK
Source= S S S S

WAIT 0 0 0 0 0 4

Allowed NO NO YES YES YES YES
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Table 5-14. Parameter Write Sequence - Ype 16 Multiple Slave

BUS STATE

SIGNAL LINES HO HI H2 H3 HZ HAD HAl HA2 HA3 HA'

DATA
11431.-10- a 0 a 0 a 0 0 0 0 0
D<15..O> HWA HWB HWCO HWC1 0 AWMO AWMI AWM2 AWM3 AWM4

Source= n m I m 5 5 5 5

CYCLE TYPE HO H H H H A A A A A
Source=M -,

ACKNOWLEDGE HS NS RCG RCG RCG ACK ACK ACK ACK ACK

(NS) (NS) (NS) (HS)

Source(7..0)= 5 S S S

Sourcs(15..&)= S S S S S
Source(23..16)= 5 5 5 5 5

Source(1. .24)= S S S S S

WAIT 0 0 0 0 0 0 0 0 0 0

Allowed NO NO YES YES YES YES YES YES YES YES",

- - - - ,'. ;
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Table 5-15. Parameter Write Sequence - Tvpe 32 Single Slave

BUS STATE

SIGNAL LINES HO Hi HZ HAO

DATA
D<31..16> HWB HWC1 0 0
D<15.,0> HWA HWCO 0 AWS
Source= M M 5

CYCLE TYPE HO H H A
Source=M

ACKNOWLEDGE NS NS RCG ACK
Source= S S

WAIT 0 0 0 0
Allowed NO NO YES YES
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Table 5-16. Parameter Write Sequence - Type 32 Multiple Slave

BUS STATE

SIGNAL LINES HO HI HZ HAO HAl HA2 HA3 HA4

DATA ---

D<31..16> HWB HWCI 0 0 0 0 0 0 ..

D<15 .0> HWA HWCO 0 AWMO AWMI AWM2 AWM3 AWM4
Source= 11 M S S S S S I

CYCLE TYPE HO H H A A A A A

Sourc.a11

ACKNOWLEDGE NS HS RCG ACK ACK ACK ACK ACK

Source7..0): (S) (S) (S) (HS)

Source(15..8)= S S . r•'.
Source(23..16)= S S S
Source(3l. .24)z 5 S S

WAIT 0 0 0 0 0 0 0 "
Allowed NO NO YES YES YES YES YES YES 4wN
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Thn, Block Mvtmsasig -- Short Header (CS1) 5eq'viancm! shatil b e umed to, read1 dates -E
from a uinirglia cmi';' divvti ce to the :cauittvn dev ictii* or ito' ti 14-itc date fromi t-itii! rms~-

ter day i t tip one or siorti afilnki e dav Ioil., Thrii BA Ock IIk1Imatgli - Short Hearier

IsequenceG of bus Sta~tesI shall bDinl as ghelinmid 1 r, tha fol 11i rig tabla-s:

Typal il, mingle sieve $-"-Tab~ -I?

Type 16, miultiple siemve -' Table !i-28

Type 32, singile Slave ....-- Tdable 5-19

IyPeg 32, wiultiPlt Slave -- Toblm 5-20

The header word forrnr~ts for the black Mosing. ShortH;!r se':iuence mhll-,, ble
ati shown in Fi gure 5 8. Headver Word A shall srpvci it then -5la'ee(n2) 1,, TjIOPg 16

Ior 32 Formrot, Acrcmms and Meszsae lypes. Access Tpfpe fi -ld ttii tn -015.10,4> ire
Iaippiclotion dependeant. B it 13 i ndicadtets whcAthe-r thi nme.-ssage ils be ing L1512 to

resume Ai previouisly mucspo-ndied block Memsage ( biit i.3 3,- 1) or !'turmd a new mmesaujn
I(bi t 13 =0) The IlMagitia; 'iyvs shad 1 I~t Lits det i red f or the 5i ngle- aieva bC i to V

(SSW), single sievel read CSSiRf and multuitplilc slave (MS3) cisae!;. Header Ward B1

shall contain an unsignied binary dotum count whicoh spvvi lim5i the numbemr rif
datum units to be trtnes-ferred L)CiJ.Jinnl -the masitgr. andi sllsvut( s). except: that. all
zeros ~ha il rep-rasnntI 65'53.M6 datumi ur.ilt1s . ihe dat1ium7 CoUurT ulmln I Lktie LIý lmiui.bev

of 2.6 bit words for~ 15 bit travnsftrs or thro numbar al' dout'Ae uordsm for 112 hit

transfers. Humdur W',rd C(I and U'. shall contasin 32 bits *-f virtual addressing
jinformat ion to bLa passer.d to. the davcv m hnfi -okPessio-SotHae

is usemd for resL'ri ng a Sj! pended silras.11g slavV mcnssuguj%1 Runeder Ward's CO anti Cl
shall be the two Rais~me Control Words, sent from tha sac to th'a ,natstnr during

Ithei snin.pend1 g~rqueance arild their its) I be returnrad j r* the ordiver tlacivi ye ht tWhn

Ithw Block Marmnage i mtue-d for tratumni ng ut susperided muLA -4u .Licait mfli.tthi? q:0n-

.1tents of CC and (.1 shoultd 1-c. deifl nd by ampp2 ication duglendi;nt convention.

The Hnarier andi Oct4 Ackntowladp't Wordsn shall supply cur-rent wrmiisnisile staitus,
InforMAe irn +fj '1"kn~tr frj the slave

Data word fc'rnvat s mro timid I cat:ion -ipp c i 'f I c. The tiu'rber' of wordsi or douJ'
bin words transferred for stauh idovk Meat suae -' Short Hiander soýqvutifvv ishs I ban
equal to the value in Hea~der IWord Bt. For the Typo- 32 stttjttrboett .. cltit wora!is are A
snown with L. or H desi gnat ions. The litnis; miiuni1111crint hat11L of a duoti Ic ward or ~
a singlea word transmi tted on daitiu 1,i r.;a s 0<1 5. . 0~ conr,.Utn ii thot 1. diai grnat. i on.
The most msign if I cant hal1 f of a drit~lbl ill oRltd oDr a. -xi ng;Y ai word t: riansrrt i tted art
data lines D<31. .16> contains the H duslgrtolti'Din,

B - 6 9



P1-bus Specification Version 2.0

Figure 3-8. Block Message - Short Header Word Formats

HEADER WORD A (HWA) KN
AT MSG TYPE F SLAVE ID

ACCESS 0101SS

II 0111-MS

HEADER WORD B (HWB)

14 13 12 11 10 9 8 7 6 5 L [10

MSB < -------- DATUM COUNT ....- > LSB

HEADER WORD CO (HWCO)1 2 7 Tr 2TTF1

115114 1,13 12111 1 _ 81 61 d .1 2=1 C

15 < ----- LEAST SIGNIFICAHT ADDRESS bI' .-------- >

HEADER WORD Cl (HWC.) ,Az.

[15 :14B 1 2711 10 M 9 a8 7 6 -51 41 3 2 1 .0'

31 < - M--- MOST SIGNIFICANT ADDRESS BITS ------- > 16

,.-70
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Table 5-17. Block Message - SH Sequence - Type 16 Single Slave

BUS STATE

SIGNAL LINES 1O Hi H2 H3 HZ HAO DO Dn DZ DAD

DATA
D<31..16> 0 0 a 0 0 0 0 0: : 0 0 9)
D<15-.0> HWA HWB HUCO HWCi. 0 AWS DO Dn 0 AWS
.Source= mh M M M S S

Read Source= S 5 S
Write Source=_ M P,

CYCLE TYPE HO H H H H A D D D A
Source=M

ACKNOWLEDGE NS HS RCG RCG RCG ACK RCG RrG RCG ACK
Source: S S S 5 S S S S 5

NAIl 0 0 a 0 0 0 0::: . 0
Allowed NO NO YES YES YES YES YES YES YES YES YES
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Table 5-18. Block Message - SH Sequence - Type 16 Multiple SlaveI

BUS STATE

SIGNAL LINES HO Hi H2 H3 HZ HAO HAl HA2 HA3 HA"

DATA

D<31..16> 0 0 0 0 0 0 0 0 0 0

D<15..0> HWA HWB HWCO HWCI 0 AWMO AWMI AWM2 AWM3 AUM'.

Source= M M M M S S S S, S,
__ _....__ _.2)

CYCLE TYPE HO H H H H A A A A A
Source:M N

ACKHOWLEDGE HS HS RCG RCG RCG ACK ACK ACK ACK ACK
CNS) (11)(S) (NS)

Source(7..O)= S S S S S
Source(15 .8): S S S S S

Source(23 ,16)= S S S S S

Sourue(31..24)= S 5 S 5 S

WAIT 0 0 0 0 0 0 0 0

Allowed HO HO YES YES YES YES YES YES YES YES.
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Table 5-18. Block Messmoe SH Sequence -Type 16 Multiple Slave (continuad)

____________- - BUS STATE

SIGNAL LINES DO :t:Dn DZ DAD DAI DA2 DA3 DA4 ~~

DATA
D<31..26> 0::::'1 a 0 Pl 0 0
DC15..0> DO tt::: Dn 0 AWMO AW~i AWM2 AWM3 AW?14

Sour-ce= P1 M S 5 5

CYCLF TYPE D D:: D A A A A A
Source=M

ACKNOWLEDGE RCG ::: RCG RCG ACK ACK ACK ACK ACK
Soure(7.*9):(HS) (NS) (HS) (NS)
Suc7.C 5 5 S S 5 5 %I

Sourcof.15. .8)= S S S S S 5
Sourco(23. .16)= S S 5 5
Source(51_ 24)= S IS S S S S

WIAT aI:: 0 0 a 0 0
A 11 ow-d Y ESt YES YE1 YE] YFSI Y:5 YES1 YESTYEIS

B-73A
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Table 5-19. Block Message - SH Sequence - Type 32 Single Slave

BUS STATE

SIGNAL LINES HO HI HZ HAO DO :::: Dn DZ DAG

DATA
D<31..16) HWB HWCI 0 0 DOH :::: DnH 0 0
D<l5..O> HWA HWCO 0 AWS DOL :::: DnL 0 AWS
Source= M M S S

Read Source= S S S
Write Source= M m M

CYCLE TYPE NO H H A D Di:: D D A
Source*M

ACKNOWLEDGE HS HS RCG ACK RCG :::: RCC RCG ACK
Source= S S S S S S S

WAIT 0 0 0 0 0:::: 0 0 0
Allowed NO NO YES YES YES YES YES YES YES

B-74.
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Table 5-20. Block Message - SH Sequence - Type 32 Multiple Slave

BUS STATE

SIGNAL LINES HO Hi HZ HAO HAI HA2 HA3 HA4

DATA
D<31..16> HWB HWCI 0 0 0 a 0 0
D<15..0> HWA HWCO 0 AWMO AWMI AWM2 AWM3 AWM4

Source= 11 M 5 5 S S S

CYCLE TYPE HO H H A A A A A

SourceaM

ACKNOWLEDGE HS NS RCG ACK ACK ACK ACK ACK f*"

(NS) (NS) (HS) (NS)
5ourca(7..O)= 5 S S •

Source(15..8)= S S S

Source(23..16)= 5 5 5
Source(31..24)= S S S

WAlT 0 0 0 0 0 0 0

Allowed O Y YES YES YES YES YEs
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Table 5-20. Block Massage - SH Sequence - Type 32 Multiple Slave (continued)

A.

BUS STATE

SIGNAL LINES DO 2::: Dn DZ DAO DAI DA2 DA3 DA4

DATA
D<31..16> DON ,szt VnH 0 0 0 0 0 0
D<15..O> DOL :::z DnL 0 AWMO AWMI AWM2 AWM3 AWM4

Source= M P1 S S S S S 5

CYCLE TYPE D a::: D D A A A A A
Source=Mf

ACKNOWLEDGE RCG :::: RCG RCG ACK ACK ACK ACK ACK
(H15) (HS) (flS) (NS)

Sourcm(7..O): S S S S S S
Source(IS .8): S S S S S S
Source(23..16)= S S S S S S
Source(31.-24)= S S S S S S

WAIT 0:::: 0 0 0 0 0 0 0
Allowed YES YES YES YES YES YES YES YES YES

B -,

d'p



PX-bus Specification Version 2.0

5.3.4.53 BL9ckMessae - Extended Header Sequence.

The Block Message - Extended Header (EH) Sequence shall be used to read 2-'
data from a single slave device to the master device or to write data from the
master device to one or more slave devices. This sequence shall bq used where V

more header information is required than that provided by the Block Message .V
short header sequence. The Block Mlessage - Extended Header sequence of bus
states shall be as defined in the following tables:

Type 16, single slave ---- Table 5-21 J

Type 16, multiple slave --- Table 5-22

Type 32, single slave ---- Table 5-23

Type 32, multiple slave -- Table 5-24

Header word formats for the Block Message - Extended Header sequence shall be .e

as shown in 'igure 5-9. Header Word A shall specify the slaveos) ID, Type 16
I or 32 Fcrmat, Access and Message Types. Access Type field bits <15,14> are

a application dependent. Bit 13 indicates whether the message is being used to
I resume a previously suspended Block Message (bit 13 5 1) or send a new message
* (bit 13 = 0). The Hessage Types shall be as defined for the single slave write

(5SW), single slave read (5SR) and multiple slave (MS) cases. Header Word B
mi-i&1l •.( ta-i- &ii uii•i nvru binary datum count which specifies the number of

datum units to be transferred between the master and slave(s), except that all
zeros shall represunt 65,536 datum units. The datum count shall be the number
of 16 bit words for 16 bit transfers or the number of double words for 32 bit -
transfers. Header Word CO and Cl shall contain 32 bits of virtual addressing
information to be passed to the device. When the Block Message - Extended

* Header Is used for resuming a suspended single slave message, Header Words CO
and Cl shall be the first two Resume Control words sent from the slave to the

- master during the suspend sequence and shall be returned in the order-,4
received. leader Words DO thru D5 are also application dependent and shall be

I"passed to the slave device. When resuming a suspended single slave message
these words shall be the last _sixjr Reame Cnntron Words sent frnm the slave

Sduring the suspend sequence and shall be returned in the order receivQd. When
the •lock Message is used for resuming a suspended multiple slave message, the S

contents of HWCO, HWCl and HWDO through HWD5 should be defined by application
dependent conventio,,.

B-77
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Figure 5-9. Block Message - Extended Header Word Formats

HEADER WORD A CHWA)

AT MSG TYPE F SLAVE ID

12j~T3 "11 10 9I8 71 61 51 41 31 21 ILO
ACCESS 1101-SSW I I

TYPE 1100-SSR
1111-MS

HEADER WORD B CHWB)

I143I12 11 101 91 81 71 I -1 ýL ' 21i
MSB <- DATUM COUNT ----------------> LSB

HEADER WORD Co (HWCO)

l:1]5ý l,1[11,iSol . 71 6I -_ 4i I I•U I d

15 < ----- LEAST SIGiIFICANT ADDkESS Bi15 ------ > 0

HEADER WORD Cl CHWCi)

I_._151,4 II 13 21 1o 1 10I
31 `"----MOST SIGNIFICANT ADDRESS BITS ------ > 16

HEADER WORD DO (HWDO)

M 5B, LSBP15.N N a

N N N
N N N

HEADER WORD D5 CHWD5)

i~F11 61-F , 2 1
MSB LSB
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Table 5-21. block Message - EH Sequence - Type 16 Single Slave

BUS STATE

SIGNAL LINES HO Hi1 H2 H3 H 41 H9 HZ HA0

DATA
D<31..16> 0 0 0 0 0 0 0 0

D<15_,.> HWA HWB HWCO HWC1 HWDO HWDS 0 AWS
Source= M M M M M M M S

CYCLE TYPE HO H H H H H H A
Source=M

ACKNOWLEDGE N5 NS RCG RCG RCG RCG RCG ACK
Scurce= S S S S S S S

WAIT 0 0 0 0 0 0 0 0 0

Allowed NO HO YES YES YES YES YES YES YES
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Table 5-21. Block Message - EH Sequence - Type 16 Single Slave (continued)

BUS STATE -

SIGNAL LINES DO Dl D2 Dn DZ DAD

DATA

D<31..16> 0 0 @ :0:: a 0 0
D<'15..O> DO DI D2 : ::Dn 0 AWS ,

Source= ,
Read Source: S S 5 S S
Write Source: M M M M "

CYCLE TYPE D D D D D A
Source=M

ACKNOWLEDGE RCG RCG RCG RCG RCG ACK -
Source= S 5 S S S S S 5

WAIT 0 0 0:::: 0 0 0
Allowed YES YES YES YES YES YES YES

B.8
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Table 5-22. Block Message - EH Sequence - Type 16 Multiple Slave

i ~BUS STATE.

SIGNAL LINES HO Hil H2 H3 H4 = H9 HZ HAO 'HAl HAZ

DATA
D<31..16> 0 0 0 0 0 : 0 0 a 0 a
D<15..0> HWA HWB HWCO HWC1 HWDO :::: HWD5 0 AWMO AWMI AWII2

Sourcea 14 M M 4M M S S S

CYCLE TYPE HO H H H H ===: H H A A A-.-e

Source=M
-- _- - ,' .i--

ACKNOWLEDGE HS NS RCG RCG RCG :::: RCG RCG ACK ACK ACK
(HS) (HS)

Source(7..0): S S S S S S S S.
Source(15..8)z S S S S S S S S
Sourca(23..16)= S, S S S S S S
Source(31..2)= S . . S S

WAIT 0 0 0 0 0 0 0 0 a
Allowed IO NO YES YES YES YES YES YES YES YES YES

SR.

J" J'

•-2

%0
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Table 5-22. Block Message - EH Sequence - Type 16 Multiple Slave (continued)
.

BUS STATE -,-

SIGNAL LINES HA3 HA4 DO Dn DZ DAD DAI DA2 DA3 DA..,"

DATA
D<31..16> 3 0 0:::: 0 0 0 0 0 0 0
D<1S..O> AWM3 AWM4 DO :==: Dn 0 AWMO AWMI AWM2 AWM3 AWM"-

Source= S S M M M S S S S S

CYCLE TYPE A A D .... D D A A A A A
$ource=M

ACKNOWLEDGE ACK ACK RCG .... RCG RCG ACK ACK ACK ACK ACK N
(NS) (NS) (HS) (N5) (HS) (NS)

Source(7. .O)= 5 S 5 S S
SOurcQ(15. .8)= S S S 5 S S
Source(23 • 16)= 5 5 S S S 55
SourcQ(31..2)= S S S S 5 S S

WAIT 0 0 0 . 0 0 a 0 0 0
Allowed YES YES YES YES YES YES YES YES YES YES YES -

=_ I.-,,•.
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Table 5-23. 2iock, ?os'i-ape -EHi Se~que~nce Tvc 32 Single.' $1a4ve

BUS STATE

SIGNAL LINES HO H| I'•;' 1`13 H4 IIZ HAD

DAkTA
3 .16). HWH HWC1 HW01 HWDS HWD5 0 0

"D"5. A IIWC4 H W4C° O HW D -12 IHWD4 t0 AWS
Siource= m I f F, m s

CYCLE TYPE He If 11 H IIf A

".7-

ACKNOWLEDGE NS N3 FCG RCG RCG RCG ACK
Source= S 5 s S s

WAIT 0 a a 0 0 0 11
A I Iowed NO 140 YES YES YES M~ YES

.. N
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Table 5-23. Block Measage EH Sequence - Typ% 32 Single Slave (continued)

BUS STATE

SIGNAL LINES DO Dl D2 ::" Dn DZ DAO

DATAD<31..16> DOH DIH D2H :::: DnH 0 0

D<15..0> DOL DIL D2L :s:: DnL 0 AWS

Source= 5 "
Read Source= S S S S S

Write Source= M M M M Mi

CYCLE TYPE D D D ::;: D D A
Source=M

ACKNOWLEDGE RCG RCG RCG RCG RCG ACK
Source= S 5 S S S S S•-

WAIT 0 0 0 0 0 0
Allowed YES YES YES YES YES YES YES

A

"I.; .-K:
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Table 5-24.. Block Messago EH Sequence -Type 32 Multiple Slave

BUS STATE

SIGNAL LINES NO0 HI HZ H43 H44 HZ HAO HAl HA2 14A5 HA4

DATA W 1 WD W5 0 I 0 0 0
D<31. .16> HWb HWCl WIHD WD

Dc15. .0> HWA HWCO HWDO HWD2 HWD4 0 AWMO AUMl AWM2 A14M3 ALJM4

Source= II 11 M MI S S S S S c5j

CYCLE TYPE HO H H H H H A A A A A
Source=M

ACKNOWLED2GE HS H45 RCG RCG RCG RCG ACK ACK ACK ACK ACK
(NS) (NS) (14$) (HNs)

SourcQ(7. .C)-. 5 $ S S s S
SourcQ(l5. .8)= s~ S S S S S
Sourca(23-2.6)z 5 5 s 5 5 5

F'Sourco(31. .24)= S S S S S

WAIT 010 0 0 0 0 0 0 a a 0
Al~cw~d o I YES YES YES YES1 ES YESYE F YS

- rm
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Table 5--f4. Block Message - EH Sequence - Type 32 Multiple Slave (continued)

BUS STATE - -

SIGF.L LIHES DO :z:: Dn DZ DAO DAII DA2 DA3 DA4

DATA
D<31..16>. DOHl ::: DnH 0 0 0 0 0 0 -

D<15..0> DOL :::: DnL 0 AWMO AWMl AWM2 AWM3 AWM4
Source: II IM I M S S S S-$

CYCLE TYPE D D A A A A A
Sourcu.tl

ACKH0WL•rGE RCG ::a: RCG RCG ACK ACK ACK ACK ACK
(WS) (NS) (HS) (05)

SuVrCQ(7..O)= 5 .5 $ 5 5
Sourc(,0. S..) S 5 S 5 S ,
Sour.(?Z.. 16): S 5 S $ 5 5
Sour.:a(31..2,)= S S S S 5 S

WAIT 0:::? 0 0 0 0 0 0 0
Allowed YES YES YES YES YES YES YE.S YES YES

;:Y
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5.3.4.4 JRuljnt•aLtce Message Sequence

The Bus Interface Message shall be used to read or write to the Bus
Interface register address spaces. The Bus Interface Message sequence of bus 1

states shall be as defined in the following tables:

Type 16, single slave ---- Table 5-25

Type 16, multiple slave -- Table 5-26 1
Header word formats for the Bus Interface Message sequence shall be as shown
in Ffgure 5-10. Header Word A shall specify the participant slave(s), Type 16
Format, Access and Message Types. The same format shall be used for both Type S
16 and Type 32 buses. Access Type code 000 is defined for the Data Link regis-
ter address space. Codes 001 through 011 shall be reserved for higher level
protocols and the code Ill shall be reserved for future use. The other codes
may be used for implementation defined registers. The Message Types shall be
as defined for the single slave write (SSW), single slave read (SSR) and mu!-
tiple slave (MS) cases. Header Word B shall contain the address for the first
Bus Interface register to be accessed in the sequence and an unsigned binaryI g

word count specifying the number of data words to be transferred between the
master and the slave(s), except that a word count of all zeros shell mean 256 r

wards. Each data transfer rfter the first data transfer shall access a suc-
cessive register address. The register address shall be incremented after .

each data word trarsfer. C ,

Data word formats are as defined in "5.3.7 Data Link Facilities." The
number of data words transferred shall equal the value in Header Word B.

,C

Y, ?

T-*7
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Figure 5-10. Bus Interface Message Header Word Formats

HEADER WORD A CHWA)

AT MSG TYPE F SLAVE ID

ACCES 1001-SSW I
TYPE I000-SSR -,I

S1 0 1-MS 1 01

HEADER WORD I (HUB)

-__ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 4.,,,.-15 1 0 1a 7 6 5 4q3

MSB LSB MSB LSB

WORD COUHT

REGISTER ADDRESS

S... ,.•

PN

3-U 3 
'..I'e
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Table 5-25. Bus Interface Message Sequence - Type 16 Single Slave

BUS STATE

SIGNAL LINES HO HI HZ HAO DO :::: Dn DZ DAO

DATA
D<31..16> 0 0 0 0 0 0 0 0
D<15..0> HWA HWB 0 AWS DO ::z: Dn 0 AWS
Source: M M 5 S

Read Source= 5 S S
Write Source= M m 5

CYCLE TYPE HO H H A D :::: D D A
Source=M

ACKNOWLEDGE HS NS RCG ACK RCG RCG RCG ACK
Source= S S S S S S S

WAIT 0 0 0 0 0::::
Aloed NO NO YES YES YES YES YES YES YES

b-89
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Table 3-26. Bus Interface Message Sequence - Type 16 Multiple Slave
i
I

BUS STATE

SIGNAL LINES HO Hi HZ HAO HAl HA2 HA3 HA4

DATA
D<31..16> 6 0 0 0 0 0 0 0
D<15..O> HWA HWB 0 AW1O AWMI AWM2 AW?13 AUMe

Source: M m S S S S S

CYCLE TYPE HO H H A A A A A
Source:M

ACKNOWLEDGE NS HS RCG ACK ACK ACK ACK ACK
(NS) ("S) (HS) (S)

Source(7..f): S S 5

SourceQ(5..8): S 5 S
Source(23..16)= 5 S S
Source(31..24):= S S

WAIT 0 0 0 0 0 0 0 0
Allowaed HO NO YE YES YES YES YES YES

Ile.
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Table 5-26. but Interface Mlessage Sequence - Type 16 Multiple Slave (continued)

_____________ - - BUS SIATE

SIGNAL LINES DO ::: Dn DZ DAO DAI DA2 DA3 6A4

DATA 
5

D<31..16> 0 ::-1 1 0 a 0 0 0 0
DC5.0> DO ;.;: Dn 0 AWP1O AWMI AWT12 AW?13 AWM4

Source= I 11 M S S S S S

CYCLE TYPE D ::: D D A A A A A
Source=fl

ACKNOWLEDGE RCG RCG RCG ACK ACK ACK ACK ACK
(HS) CNS) (HS) (H4S)

Source(7. .C)= S S S S S 5
Source(15. .)= 5 S S S S S
Source(23. 16)= 5 S S S S S
Svurcu(31. .24)= 5 5 5 5 S

aAT0:: 0 0 .0 0 0 0

WAIT

B-1
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I'

5.3.5 EXCEPTION SEQUENCES.

5.3.5.1 Suped

The current bus master may elect to suspand a block Message during the%

Date sequence providing that there are at least three Data Cycles remaining
Iand the corresponding Header Acknowledge Word had an S of l and# for single
Islave messages, an AWT of 01 or 10. After completing the Suspend sequence,
the current bus master may initiate a new message with an HO cycle or release
the bus to initiate the Idle state.

The Suspend Sequence may be used in conjunction with the Vie Interval A .
and Via Interval 5 Registers to optimize the trade-off between short bus
Iacquisition latency and large message sizes by allowing a Block Mes~sage to be
interrupted and resumed at a later time.

I 53.51.1Single Slave Suspend.

I The Suspend sequence of bus states for single slave Block Messages shall ~
be as defined in the following tables:

Type16,singe saveshot daa --- Tble5-2
Type 16, single slave, short data ---- Table 5-2781

Type 16, single slave, extended data - Table 5-29

Type 32, single slave, extended data - Table 5-30

The Short Data Sequence shall be used if the AUT field of the Single Slave
IAcknowledge Word from the suspended message was 01. The Extended Data
ISequence shall be used if the ALIT field was 10. In terms of the data transfer
operation, the S cycles of these sequences shall be considered normal D cycles
and all Bus Interfaces shall respond accordingly. The slave shall post ACK
during the last of the three 5 cycles to indicate that the Suspend Sequence
has been recognized.

Beginning on the fourth cycle of a Suspend sequence, the slave shall
transmit to the bus miaster implementation/device specific Resume Control
Words that the master shall store for later use in resuming the message. The
5-spund - Short Data sequences transfer two Resumv Control Words and the Sus-
pend - Extended Data se~quences transfer eight R42sume Control Words. The
Resume Control Words shall be followed by a Data Acknowledge Word.

I 53.51.2Multiple Slave Suspend.

I The Suspend sequence of bus states for multiple slave Block Messages ...

Ishall be as defined in the following tables:

I Type '16, multiple slave-------Table 5-31

13-92
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Type 32, multiple slave ---- Table 5-32

ItI terms of the data transfer operation, the S cycles of these sequences shall
be considered normal D cycles and all Bus Interfaces shall respond
accordingly. The slaves shall post ACK during the last of the three S cycles
to indicate that the Suspend Sequence has been recognized. A non-transfer DZ
cycle and a multiple slave Data Acknowledge sequence shall follow the third 5
cycle. No Resume Control Words are sent from the slaves to the master.

5.3.5.1.3 Resuming Suspended Messages

A master shall resume a suspended Blork Message by transmitting the
remaining data to the slave(s) in a Block Message with bit 13 uf the HWA AT
field set to 1. The Resume Control Words that the slave(s) may require to
resume that message shall be sent to the slave(s) during the appropriate head-
er cycles as described in "5.3.4.2 Block Message - Short Header Sequence."
and "5.3.4.3 Block Message - Extended Header Sequence.." For a single slave
message, the Resume Control Words shall be those words transmitted from the
slave to the master during the suspend sequence. For a multiple slave
message, the Resume Control Words must be created by the master according to
the slaves' resume control requirements.

A Block Message - Short Header shall be used to resume a suspended single
slave Block Messoge which had an AWT field of 01 (two Resume Control Words)
and a Block Message - Extended Header shall be used to resume a suspended sin-
gle slave Block Message which had an AWT field of 10 (eight Resume Control
Words). The type of Block Message used to resume a multiple slave message
shall be determined by the slaves' resume control word requirements.

Note that the choice of a short or extended header Block Message for the
resume sequence is not determined by whether a short or extended header was
used in the suspended Block Message.

I 5.3.5.1.4 Using Suspend With Vie Intervals A and B

Thu PI-bus Vie interval A and Vie interval B Registers may be used by
some bus interfaces to determine when a Suspend sequence is required to meet
the Vie Interval requirement and to limit the number of non-transfer cycles
caused by assertion of Wait during a Suspend sequence. Vie Interval A may be
melected to define a checkpoint where the master bus interface determines
whether or not to suspend an incomplete Block Message. Vie Interval B may be
selected to define the number of bus cycles allowed for completion of the Sus-
pend sequence, including non-transfer cycles that may be required as a result
of Waits. If the actual number of Waits causes the total bus cycles to exceed
the number specified by the contents of the Vie Interval A Register plus the
contents of the Vie Interval B Register, the master shall perform an Abort
sequence such that the first cycle of the Abort sequence occurs on the second
bus cycle immediately following the cycle that exceeds the Vie Interval limit.
This Abort cycle shall be the first cycle in the Abort Sequence, described in
"5.3.5.2 Abort.." At the end of the Abort sequence the master shall imme-
diately release the bus to the Idle state.
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Table 5-27. Suspend - Short Date Sequence - Typo 16 Single Slave

BUS STATE.-

SIGNAL LINES Di Di4i Di+2 RDO RD1 DZ DAD

DATA
D<31..16> 0 0 0 0 0 0 0

D<15..O> Di Di+l Di+2 RCDO RCD1 0 AWS

Source: S S S
Read S~urce= 3 5 5

Write Source= m m m r

CYCLE TYPE 5 S S D D D A r•,,
SourceoM F%

ACKNOWLEDGE RCG RCG ACK RCG RCG RCG ACK "•%"

Source= s S s s 5 s s 5ý

WAIT 0 0 0 0 0 0 0 "

Allowed YES YES YES YES YES YES YES J,
Source=

B--94
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Table 5-28. Suspend - Short Data Sequence - Type 32 Single Slave

BUS STATE

SIGNAL LINES Di Di4l Di42 RDO DZ DAD

DATA
D<31..16> DiH Di+IH Di+2H RCDl 0 a
D<15..0> DiL Di+IL Di+2L RCDO 0 AWS

Read Source= S S S
Write Source: m ht ft

CYCLE TYPE S S S D b A
Source:=M

ACKNOWLEDGE RCG RCG ACK RCG RCG ACK
SourcQ= S S S S S S

WAIT 0 0 0 0 0 0
Allowed YES YES YES YES YES YES
Source=

,..p -. (

FL
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Table 5-29. Suspend - Extended Date Sequence - Type 16 Single Slave

BUS STATE

SIGNAL LINES Di Di+l Di+2 RDO RD : RD7 DZ DAD

DATA
D<31..16> 0 0 0 0 0:::: 0 0 0
D<15..O> Di Di+l Di÷2 RCDO RCD1 :::: RCD7 0 AWS
Source: S S S 5 S

Read Source: S S S
Write Source= m m m

CYCLE TYPE 5 S S D D z::: D D A
Source=M

ACKNOWLEDGE RCG RCG ACK RCG RCG :::: RCG RCG ACK
Source= S S S S S S S S S

WAIT 0 0 0 0 0 :::: 0 0 0
Allowed YES YES YES YES YES YES YES YES YES
Source=

",1'

to
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Table 5-30. Suspend - Extended Data Sequence - Type 32 Single Slave

BUS STATE

SIGNAL LINES Di Di+l Di42 RDO RDl RD2 RDI DZ DAD

DATA
D<31..16> DiH Di÷lH Di+2H RCDl RCD3 RCD5 RCD7 a 0
D<15..0> DiL Di+lL Di+2L RCDO RCD2 RCDM RCD6 0 AWS
Source= S S S S 5

Read Source= S S S
Write Source- - M 9M

CYCLE TYPE S S S D D D D D A
Sourc&=M

ACKNOWLEDGE RCG RCG ACK RCG RCG RCG RCG RCG ACK
Source= S 5 S S S S S S S

WAIT 0 0 0 0 0 0 0 0 0
Allowed YES YES YES YES YES YES YES YES YES

Source=
| - |
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Table 5-31. Suspend - Type 16 Multiple Slave

BUS STATE

SIGNAL LIHE 1 DiDi +1 D142 DZ DAO DAl DA2 DA3 DA4

DATA
I'D<31..16> 0 0 0 0 0 0 0 0 0

D<15..0> Di Di+l Di+2 0 AWMO AWMI AWM2 AWM3 AWM--

Source= P1 M 5 S 5 5 S

CYCLE TYPE S S S D A A A A A

Source=M "..

ACKNOWLEDGE RCG RCG ACK RCG ACK ACK ACK ACK ACK '
(HS) (HS) (H5) (HS)

Source(7..0)z S S S S S 5 '.r

Source(15..8): S S S S S 5

ISource(23. .16)= S S S S S S
Source(31..24)= S S S S S S

I WAIT 0 0 0 0 0 0 0 0 0o

Allowed YES YES YES YES YES YES YES YES YES -,n-m

.r
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Table 5-32. Suspend - Type 32 Multiple Slave

BUS STATE

SIGNAL LINES Di Di+l Di+2 DZ DAD DAl DA2 DA3 DA'

DATA
D<31..16> DiH Di+lH Di+2H 0 0 0 0 0 0
D<15..0> DiL Di+IL Di÷2L 0 AWMO AWM1 AWM2 AWM3 AWM4

Source= M 5 5 S S S

CYCLE TYPE S S S D A A A A A

Source=M

ACKHOWLEDGE RCG RCG ACK RCG ACK ACK ACK ACK ACK
(HS) (05) (HS) (NS)

Sourc9(7..G)= S 5 S S 5 5
Source(15..8)= S 5 S 5 S 5

Source(23..16)= 5 5 S 5 S S
Source(31..24)= S 5 S S S 5

WAIT 0 0 0 0 0 0 0 0
Allowed YES ES YES YES YES YES YE5 YES YES

I_ A

5. 3. 5. 2 a&

The Abort Sequence may be used to terminate a ressaue prior to completion
due to errors or other reasons. Ho humdor or acknowledge words are required
for the Abort sequence. A master may initiate the Abort Sequence at any time
during its tenure, exc.•pt the last cycle of a lenure Pass Message.

The Abort Sequence shall be as shown in Table 5-33. The first three of
the four bus cycles with the AB cyclm type are used to give the slave time to
recognize that an abort has occurred. The slave (or slaves in the case of mul-
ticast or broadcast) shall respond by posting ACK on the AS lines during the
third AB cycle to inform the mascer that an Abort has been recognized. There
Are no slaves on the fourth AL cycle and the master is the only module that may
assert Wait on that cycle. After the last AB cycle, the master may continue
with the HO of another message or relinquish control of the bus by releasing
the bus signal lines.
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Table 5-33. Abort Sequence

BUS STATE

SIGNAL LINES ADO ABM AB2 AB3

DATA
D<31.-16> X X I0 0
D<15..0> X X 0 0
Source= M or M or

S q;

CYCLE TYPE AB AB AB AB D8

Source=M

ACKNOWLEDGE X X ACK NS
Source= X X S

WAIT a0 0 0 0
Allowed a a NO b
Source= a a b

a) Slave Wait assertion allowed
but not honored by master

no sloveg exist
X) not defined

5.3.6 WAIT. '1.

A master or slave may assert Wait to control the data transfer rate on
the PI-bus and thereby accommodate slow or temporarily busy devices. During a
multiple slave sequence, one or more of the slavces may assert Wait. Each :1
cycle on which Wait is asserted shall cause the insertion of a non-transfer
cycle into a Zequence,

5.3.6.1 Rujlg3 for As~er~tina Wait. •

A Bus Interface may assert Wait on one or more cycles subject to the fol-
lowing restrictions:

1. Wait may normally be asserted by a Bus Interface only 1f that module is
scheduled to be a bus master or slave on the next trartsfer cycle. lIouev-
or, the current bus master may assert Wait if the bus will be placed in ""e
the Idle state following the Wait induced non-transfer cycle(*) provided"

:J
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the vie Interval requirement is not violated,

2. A Bus Interface shall not assert Wait on 110 or HI cycles.

3. A Bus Interface shall not assert Wait on a particular cycle (N), if on
the second previous cycle (N-2) the module did not assert Wait but Wait
was asserted on that cycle. If the Bus Interface does assert Wait on
cycle N and Wait was not asserted by any module on cycle H-1, the Bus
Interface shell assert Wait for an even number of contiguous cycles. iri

5.3.6.2 Iffects of WaitJJk

Other than during an Abort sequence, for each cycle that a Wait is
asserted during a tenure, one non-transfer cycle CHT cycle) shall be inberted
into the sequence immediately following the cycle in which Wait is asserted.
The insertion of non-transfer cycles shall not change the sequence of sched-

I uled bus states. However, if during the PIT cycle, the master alsert•i an Abort .
sequence designation on the Cycle Type lines, the sequence shall be altered to

I Abort. During, an Abort sequence, Wait shall not introduce non-transfer
cyclns.

5.3.6.2.1 Lin% Groups during Hon-Transfer Cycles -

During PT cycles produced by Wait, the signal line values shall be as
specified below.

5.3.6.2.1.1 Date PIT Cycles. The value on the Deta lines
shall be ignored except for line error checking. Only valid symbols shall be %

posted on the Data line group.

Thu Data line group shall not be posted by any module other than the mod- .

ulQ which would have postud the Data lines had that cycle been the scheduled

transfer cycle. If a module a.serts a value on the Data line group on such an
NT cycle, the value shell be a symbol which is valid for the next stheduled
transfer cvcle.

5.3.6.2.1.2 Ly-g• lYPR _•y__Aui_2 141 Cygle. The value on the CT lines
I shall be ignored except for line error checking and the occurrence of Abort.

An Abort Cycle Type shall mark the beginning of an Abort Sequence. The master
module responsible for posting the CT lines on the next scheduled transfer
cycle shall source a valid symbol on the CT lines during the NT cycle(s).

5.3.6.2.1.3 A __._duj _HT Cy!ý125. If a module is responsible for post-
ing the AS lines on the next transfer cycle it shall post a valid symbol on the A
AS lines during thf.. NI cycle(s). A symbol other than HAK shall be ignored dur-

I ing non-transfer cycles. MAK shall be posted on cycle H, to signal that an
error associated with cycle H-2 was detected.

5.3.6.2.1.' NJ•i••s n NT Cces. The rules for asserting Wait are
specified in "5.3.6.1 Rules for Asserting Wait.." 1T1e effects of asserting
Wait on a non-transfer cy(;.lo shall be the same as specified herein for assert-

%j,
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ing Wait on a transfer cycle.

5.3.6.2.1.5 tus RewquestA Lines duri-ng__H1T C,192. The rules for asserting Bus
Request are specified in "5.3.3.3 Bus Request.." Bus Request is completely

independent of Wait.

5.3.7 DATA LINK FACILITIES. •.4

This section specifies the Data Link facilities which shall be accessible
over the Pi-bus via the Bus Interface Message described in "5.3.4.4 Bus
Interface Message Sequence."

5.3.7.1 Data Link Register Address Space.

The Data Link facilities specified herein shall be contained in the Data
Link register eddress space which shall consist of 256 words assigned to con-
secutive addresses. This register space shall be allocated as shown in
Table 5-34. Access to these facilities over the bus shall be allowed only via
the Bus Interface Message with the Header Word A Access TypQ field set to zero
(AT=O00).

Reserved registers shall not be implemented and any attempt to access %
them shall cause a 'Resource Hot Present' error. For write operations to 4.

definod registers, the state of any bits in the word which correspond to
reserved bits shall be ignored.

t.•
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Table 5-34. Data Link Register Address Space

ADDRESS REGISTER

255
LOGICAL SLAVE

IDENTIFICATION
REGISTERS

(33 - 255)

52
RESERVED REGISTERS

(6 - 32)

6

5 VIE PRIORITY REGISTER
4 VI N ER A,",,E
3 VIE INTERVAL B REGISTER

3 VIE INTERVAL A REGISTER -.-

2 MODULE CAPABILITIES REGISTER

1 CONTROL REGISTER -

0 MULTICASr ACKNOWLEDGE REGISTER

B3-103
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5.3.7.2 Register Protection., 1

Access to the Data Link registers via the Bus Interface Message shall be -

limited by write protection. Either p*rmanent or programmable write pro-
tection shall be provided for each register as specified in the following set- C?.
tions. The current state of Programmable write Protect must be controlled
from the device. On reset, all programmable Protection must be placed in the V?

mon-protect state.

5.3.7.3 &uasJ..fls.rL

5.3.7.3.1 Multicast Acknowledge Register -Address 0.

The Multicast Acknowledge Register shall be a 16 bit register with the
IV S-

same format and field interpretations as the Single Slave Acknowledge word. e?
During Multicast sequences, error information shall be accumulated by the e-'..
slave. This information is identical to that required for the single slave
case The acknowledge word which would have been transferred to the master if
the current sequence was a single slave sequence, shall be store~d in the Mul-
ticast Acknowledge Register instead of being sent as an AWS. and the Multicast
Acknowledge symbol shall be posted on the bus. Error indications shall apply A

to the current message only.

During multiple slave Bus Interface Message and Block Message sequences.
a word equivalent to the Data Acknowledge word for a single slave sequence ~
shall be formed. The acknowledge information stored in Multicast Acknowledge
I egister bits <14. .7> on the Header Acknowledge cycle shall be logically OR'ed '

with bits <14. .7> of the equivalent single slave Data Acknowledge word and tho,.
Iresult stored in bits <14. .7> of the Multicast Acknowledge register on the
Islave's assigned Data Acknowledge cycle. Bit <15> and bits <6. .0> of the -
equivalent single slave Data Acknowledge word shall be stored in Multicast 1A

IAcknowledge Register bit <15> and bits <6. .C> on the slave's assigned Data
Acknowledge cycle. This Register shall be reset at the start of a multi-slave
message in which this module is a participant.

The following requirements shall apply to the Multicast Acknowledge Reg- '
I ster:

Word format: Figure 5-11

Write protect: Permanent

State after reset: Bit <15>=l, Bits <14. .5>=a11 zeros, Bits <4. .0>flID

41~
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Figure 5-11. lulticast Acknowledge Register Word Format

SBERRORS AT SLAVE MID
Sl*'u1l YI '_ ] I- 31 21 i ci!

15 14 11 11 5 0

<-- 1= ERROR -------.
0=<-- N O ERROR ---- > SLAVE MODULE IDENTIFICATION

ACKNOWLEDGE WORD TYPE
00 (S=1) - MESSAGE COMPLETE

00 (S=O) - MESSAGE SUSPENDED (

01 - HEADER COMPLETE. DATA EXPECTED, -
(S=C) 2 RESUME CONTROL WORDS

10 - HEADER COMPLETE, DATA EXPECTED.
(5=0) 8 RESUME CONTROL WORDS

21 - HEADER COMPLETE, DATA EXPECTED,

(5=1) SLAVE HOT SUSPENDABLE

.CORRECTABLE LINE ERROR

UNCORRECTABLE LINE ERROR

SEQUENCE ERROR

PROTECT ERROR

COMMAND ERROR

RESOURCE NOT PRESENT ERROR

DEVICE ERROR

SDEVICE BUSY 0 - NOT BUSY
I - BUSY

HEADER ACKNOWLEDGE: 0 - SUSPENDABLE
I - NOT SUSPENDABLE -1

DATA ACKNOWLEDGE: 0 - MESSAGE SUSPENDED
1 - MESSAGE COMPLETE

3-1.05 ''
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5.3.7.3.2 Control Register - Address 1.I

The Control Register shall be a 2 bit register that shell contain a bit
to initiate Bus Interface reset and a bit to initiate built-in-test.

The following requirements shall apply to the Control Register:
1%

Word format: Figure 5-12

Write protectz programmable

State after reset: all zeros.

Reserved bits: read as zeros.

Figure 5-12. Control Register Word Format

15 14 31[1FCS2 0

RESERVED (ZEROS)

INITIATE BUILT-IN-TEST
0 = HO INITIATE XX
1 = INITIATE

BUS INTERFACE RESET

0 NO RESET X

1 RESET

N - Placed in 0 stata at completion of reset.
MM - Placed in 0 5tate at completion of 'built-in-test'.
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5.3.7.3.3 Module Capabilities Register - Address 2.

The Module Capabilities Register shall be a 3 bit register that shall
specify the physically implemented capabilities of the Bus Interface / Device
Combination. -

The following requirements shall apply to thi Module Capabilities regis-
tsr:

loud format: Figure 5-13

Write protect: permanent .

State after reset: appropriate capabilities code

Reserved bits: read as zeros.

Figure. 5-13. Module Capabilities Register Word Format

RESERVED (ZEROS) "

FEATURE 0 = SLAVE ONLY

1 = MASTER/SLAVE

CLASS 0 = ED (ERROR DETECT)
I = EC (ERROR CORRECT)

TYPE 0 = TYPE 16 (16 BIT TRANSFERS) ,,

1 = TYPE 32 (32 OR 16 BIT TRANSFERS) -

i-

7. -7,
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5.3.7.3.4 Vie Interval A Register - Address .3.4

The Via Interval A Register shall be a 16 bit register that shall contain
the unsigned binary Vie Interval A timeout value expressed in bus cycles. The -

value in this register shall remain unchanged until a new timQout value is •."
loaded. Reading this register shall return the last value written. This reg-
ister is not required for Feature SO modules. Any attempt to access a regis-
ter which is not implemented shall cause a 'resource not presQnt' error. ..

The following requirements shall apply to the Vie Interval A Register:

Word format: Figure 5-14

Write protect: programmable

State after reset: all onus

Figure 5-14. Vie Interval A Register Word Format

01.

MSB < ------ VIE INTERVAL A VALUE ------------- > LSB

B-108" ""'
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5.3.7.3.5 Vie Interval B Register - Address 4.

The Vie Interval B Register shall be an 8 bit register that shall contain
the unsigned binary Vie Interval 5 timeout value ex-re!3ed in bus cycles. The
value in this register shall remain unchanged until a new timeout value is
loadad. Reading this register shall raturn the last value written: This reg-
ister is not required for Feature SO modules. Any attempt to access a regis-
ter which in riot implemented shall cause a 'resource not present' error.

The following requirements shall apply to the Vie Interval B Register:

Word format: Figure 5-14

Write protect: programmable -

Stat. after reset: Bits <15..8>, all zeros; bits<7..O>, all ones

Figure 5-15. Vie Interval B Register Word Format

MSB LSB JMSB LS.
RESERVED VIE INTERVAL B VALUE

(ZEROS)

B-109
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5.3.7.3.6 Vie Priority Register - Address 5.

The Via Priority Register shall be a 12 bit register that shall contain
the current via priority of this module exprussed in unsigned binary notation.

The priority range is from zero (lowest priority), to 4095 (highest priority).
This register Is divided into two fields. The module identification field

shall be fixed by the module's herdwired module identification code (MID) and
cannot be changed by the Bus Interface Message. This register is not required
for Feature 50 modules. Any attempt to access a register which is not imple-
mented shall cause a 'resource not present' error.

The following requirements shall apply to the Vie Priority register:

Word format: Figure 5-16

Write protect: Programmable for bits<ll..5>; bits<5..0> fixed by MID

State after reset: Bits<ll. .5>. all zeros; bits<4. .0>= MID bit!s<4. .0>

Reserved bits: read as zeros.

Figure 5-16. Via Priority Register Word Format

151141T13121111 oI~ 71 61~ ' 31210

MSB L58 MSB LSB

MODULE IDENTIFICATIOH 4
CODE (HARDWIRED)

LOGICAL PRIORITY CODE

RESERVED (ZEROS)

2..'-

I6.
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5.3.7.3.7 Reserved Registers - Addresses 6 To 32.

The use of the Reserved Registers shall be defined only by future ver-

sions of this specification. Until then, these registers shall not be imple-
mented and shall cause a 'Resource Not Present' error If an access is
attempted.

5.3.7.3.8 Logical Slave Identification Registers - Addresses 33 to 255.

The Logical Slave Identification Registers consist of a set of one bit
registers in locations 33 to 255 of the Data Link register address space. The

address of each register is identical to the Slave Identification code wbich

the register controls. Bit 0 of each Logical Slave ID register indicates
whether or not a Slave Identification code (ID) equivalent to the register I

address will be recognized by the module as a valid slave ID. The interpreta-

tion of bit 0 shall be:

I = Bus Interface shall recognize this address as a slave ID.

0 = Bus Interface shall not recognize this address as a slave ID.

The following specifications shall apply to the Logical Slave Identifi-

cation Registers:

Write protect: programmable ":._7

State after reset: zero

Reserved bits (15-1): read as zeros.

This register set i.. optional. A subset of the Logical Slave ID Regis-

ters may be Implementeu using either une or a combination of the two methods
specified below:

1. The Logical Slve ID Registers may be implemented directly as a set of

one bit registerp in the Bus Interface register space. The slave iden-

tification registers shall have consecutively decreasing addresses
starting at address 255. Any number of registers may be implemented from

zero up to the full set of 223. The module shall not. respond to sequences
with Slave ID's corresponding to registers which are not implemented.

Any attempt to access registers that are not implemented via a Bus Inter-

face Message shall cause a 'resource not present' error.

2. The Logical Slave ID registers may be implemented indirectly using tech-
niques such as as5ociatively searching for valid slave ID's. In that

case, the implementation shall specify the number of uniquG Logical Slave
ID's which can be recognized (I to 223) and each of those shall be capa-
ble of being set by the standard Bus Interface Message to any value in
the range 33 to 255, inclusive. The standard Bus Interface Message shall
also be capable of Invalidating any previously validated slave identifi-
cation code. Any attempt to validate more logical slave ID's than

B-Ill
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allowed by the implementation shall cause a 'resource not present' error.

Figure 5-17. Logical Slave Identification Register Word Format

15B14I312 1l1 0 aj 7t 61 51 41 3I 2i ij oj

RESERVED (ZEROS)

0 = DO HOT RECOGNIZE THIS REGISTER ADDRESS

AS A VALID SLAVE ID

I RECOGNIZE THIS REGISTER ADDRESS

AS A VALID SLAVE ID

5.3.8 INITIALIZATION.

A reset mechanism shall be provided to initialize the Bus Interface.
Re52t shall be invoked by the attached device or by completion of a Bus Inter- r

I face Message that set bit 0 (when not write protected) of the control register

(see "5.3.7.3.2 Control Register - Address 1."). The Bus Interface shall
respond to reset by becoming inactive, releasing all bus drivers and initial-
izing Data Link registers to tho values defined in "5.3.7 Data Link Facili-
ties.." Following register initialization, modules may become active on the
bus provided that MID<4..O>//MIP<O> satisfies P(MID<4..O>//MIP<O>) = 1. A
module with incorrect MID parity, that is P(MID<4..O>//MIP<O>) = 0, shall not
assert any PI-bus signal and shall not participate in PI-bus operations. A
potential bus master module shall not initiate a Vie sequence prior to deter-
mining that the bus has been Idle for a minimum of two bus cycles and shall not

az-t Bus ReqUQst (DR) . .ior tu dtuermining that the current bus master is
opkrating at a lower priority than the potential bus master's priority.

B-i].2
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5.3.9 ERROR DETECTION. RECOVERY AND DIAGHOSTICS.

This section describes the detection of and responses to line, sequence
and semantic errors. This section also defines P1-bus diagnostics require-
ments.

5.3.9.1 Uorrictable Line Er.rorsj

If the bus symbol error is correctable, then the symbol shall be func-
tionally interpreted as the valid symbol with the least coding distance from
the erroneous symbol. During message sequences#, errors shall be logged in the

S Acknowledge word by setting the 'Correctable Line Error' bit to one (refer to ,.
p5.2.3.3.t Single Slave Acknowledge."). The device should be notified of
detected errors.

5,3.9.2 Uncorrectable Line ErL2ror

If the bus symbol is uncorrectable, than the symbol shall be func-
tionally interpreted according to Table 5-35. Any slave that detects an
uncorrectable line error on the Data or CT lines shall post HAK on the second
cycle after the cycle to which the error applies. During Vie, any module that
detects an uncorrectable line error an the Data or CT lines shall post PAK on-J

the second cycle after the cycle to which the error applies. The device
shou!ld b notified of line errors. Durina mossaaos. the error shall be logoed K.'
in the Acknowledge word by setting the 'Uncorrectable Line Error' bit to one ,-.9.
(refer to w5.2.3.3.1 Single Slave Acknowledge.").

"I
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Table 5-35. Interpretation and Response for Uncorrectable Invalid Symbols

SIGNAL LINE GROUP INTERPRETATION AND RESPONSE

Wait If Wait is not allowed: No Wait.
If Wait is allowed: Wait asserted on first
cycle of detected error and No Wait
asserted on remaining contiguous
error cycles,

Cycle Type Scheduled Cycle Type (per
defined sequences).

Cycle Type No slave ID match.
(during HO)

Bus Request No Bus Request asserted.

Acknowledge Set Assume HAK posted.

Acknowledge Set If not the winner of vie, set master
(during Vie) priority unknown. Should notify device.

Data lines If a contender, assume that
redundant bits which disagree

(during Vie) are both asserted.
If not a contender, set master priority
unknown. ""
If not the winner of vie,
set master priority unknown. e U

Data lines For redundant bits which disagree. no
(during Multi-slave acknowledgement for corresponding
acknowledgement) module. ".. .1•

S.....'

Data lilas 14 s ... ,tZtrh.
(during HO)

Data lines Slavas shall, discard header .
(during header, words, take no action based on header
except HO) words, set the Acknowledge Word AWT field

to 00, set the 5 field to 1 and become
not selected after Header Acknowledge

B3-114
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5.3.9.3 jequence Errrs.

Each Bus Interface shall detect any error that causes a violation in the
protocol syntax (sequence definitions). During message sequences, errors

I shall be logged in the Acknowledge word by setting the 'Sequence Error 'bit to N;
I one (refer to "5.2.3.3.1 Single Slave Acknowledge."). The device bhould be ,,

notified of detected errors.

5.3.9.3.1 Cycle Type Sequence Errors.

Every Bus Interface shall differentiate each bus cycle as belonging to
one of the bus states listed in Table 5-8. Each slave in a sequence shall
determine if the Crcle Type, as indicated by the CT lines, follows a legal
sequence as defined under "52• GENERAL REQUIREMENTS.." The differentiation
of legal and illegal cycle type sequences shall be by comparing the set of bus

states that are defined as scheduled states for the current sequence to the ZZ
actual sequence of symbols received on the CT lines. Table 5-36 shows the
required response of a slave to received CT symbols (top row) verses scheduled ,

bus states (left column). Definitions of the required responses are given in
Table 5-37. Lit

11

24.'
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Table 5-36. Slave Response to Cycle Type Sequence Deviations

CYCLE TYPE (CT) LINE SYMBOkS

Scheduled I V HO H D A S AB
Bus State

I - 1 2 2 2 2 2 2

VO 2 error error error error error error

Vl, V7, V3 error - error error error error error error

VZO .. VZ3 error - error error error error error error

HO 4 error - error error error error 5

HI .. H9, HZ error error error - error error error 5

HAD .. HA4 error error error error error - error 5
|. .o

HDZ error error error error error error error

D errorlerror error error - error e 5

DZ error error error error - error error 51

DA. D. .r _ er rrr

DAO .. DA5 error error error error error - error 5

SO .. $2 error error error error error error - 1
ABO .. AB3 error error error. error error error error

B-116
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Table 5-37. Cycle Type Deviation Response Definitions ,..'j.

- Proceed with normal operation.

error Respond to Cycle Type sequence error as defined in
"I "5.3.9.3.1 Cycle Type Sequence Errors"

1 Monitor vie process (too late to contend2.

2 Ignore CT symbol, expect I cycle

5 Suspend message; refer to .3.lSuspend. ."

4 Expect I cycle (End-Of-Tenure). Set master priority unknown.

5 Abort message; refer to "5.3.5.2 Abort.."

V•.-

During Vie, a Bus Interface that detects an illegal CT sequenco shall
post HAK on the AS lines two cycles after each occurrence of the illegal Cycle
Type. Modules which do not win the Vie sequence shall set master priority
unknown as described in "5.3.3.1 Vie Sequence.."

If a Cycle Type other than HO is received as the next Cycle Type follow-
ing completion of a messag2 sequence, Vie or Abort; each module shall assume
that no HWA has been transmitted and, therefore, there is no match for that
module's slave ID.

A Bus Interface that is a Slave in a sequence end has detected that the
Cycle Type symbols have not followed a legal sequence shall post HAK for every
such occurrence. The HAK shall be posted on the second cycle after the cycle
that deviated from the legal sequence. If the illegal sequence leads to a
condition in which the module cannot determine, with certainty, that the mod-
uils ThT1uUmu tie a Sasav, tueQ Bus lavtuzrfat. nhzi not drive- an 1 kthar thAn ..

Bus Request, when legal and required, until a vafid HO or Idle cyclo is .,
detected.

5.3.9.3.2 Acknowledge Set, Wait and Bus Reque!.t Sequence Errors.

Bus Interfaces shall detect Acknowledge Seort, Wait and Bus Request "
sequence errors. Responses to these errors shall be *,s defined in Table 5-38.
Modules shall not post HAK on the AS lines in responue to AS, Wait nor Bus
Request sequence errors. 7.

0
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Table 5-58. Sequence Error Response

SIGNAL LINE GROUP SEQUENCE ERROR RESPONSE

Acknowledge Set During via# if not the winner
set master priority unknown.

Wait Assume Wait is not asserted.

Bus Request Assume Bus Request is not

asserted.

5.3.9.1• R •man;tic Errors.

3.5.9.4.1 Header Semantic Errors.

Each Bus Interface shall detect any error in information transfer that
has protocol significance. Table 5-39 lists and defines the errors in this

category. In response to these errors, the Bus IntQrface shall post NAK on "'
the AS lines within two cycles after the error is detected and not later than
two cycles after the end of the message or partial message. Thom Bus Interface
shall also log the error in the Acknowledge Word by making the bit nmmed in

I Table 5-39 a logic 1. The device should be notified that an error wa:-
detected.

o.

I,_
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Table 5-39. Semantic Errors

SEMANIIC ERROR ERROR DEFINITION

Protect A Write operation has been attempted on a N.
('Protect Error' bit) write protected Bus Interface register.

Command Header Word A has been received with a
('Command Error' bit) reserved code in the AT or MSG Type

fields.
OR

Header Word A has been received with a
broadcast slave ID and a single slave
Message Type.

OR ,
Header Word A has been received and the
master's priority is unknown.

OR
A Tenure Pass Message Header Word A has been-
received with bits <7. .5> asserted or AT not
equal to 000 or F asserted or Header Word B
bits <4..C> are not equal to the MID in HWA.

A Type 16 module has been selected and the %

F bit in HWA is equal to 1.
OR

A Bus Interface Message Header Word A
has been received with F asserted.

Resource not Present A resource or capability has been
('Resource Hot addressed that is not implemented.
Present Error' bit)

OR
A Tenure Pass Messaae has selected
a Feature SO module as the slave.

OR
A non-existent or reserved Bus Interface

register has been addressed.

Device Module's device has detected an error
('Device Error' bit) attempting to perform bus related

operation during the current Message. , a-,•
.7..'-;'

.•N.J %
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5.3.9.4.2 Header And Data Acknowledge Semantic Errors.

A bus master Bus Interface shall report semantic errors in the Header
and Data Acknowledge Ward to the device. The semantic errors which shall be%
reported are

1. the Acknowledge Word slave MID does niot match the physical slave ID
transn.i tted in Header Word A,

2. the Acknowledge Word Type CAWT) field of the Acknowledge Word is not
valid for the current Acknowledge cycle,

I3. a Class ED master module receivwas an Acknowledge word with the "Correc-

table Line Ere-or" bit net to logic I and .

I4. an Acknowledge word which has the "Protect Error" bit set to logic 1 is
received when the MSG Type specified in HWA was not Bus Interface

Message.-.

5.3.9.5 pLJ.gg 1aj.~

5.3.9.5.1 On-Line Testing.

On-Line testing of the PI-bus shall be accomplished through the Error
Detection and/or Error Crurect i on tLoaU I I I. Ity pov I dud b~ th 5 Q ".6

sequences arid protocol defined in previous sections of this spacification. .

5.3.9.5.2 Off-Line Testing.

Each Bus Interface shall be capable of transmitting and receiving arbi-
trary bit patterns on all signal lines of the bus (D, DC, CT, CIC, AS, W and
BR) in parallel. Multiple clock cycles may be used to establish and read each
pattern. Control and coordination of this test shall be through an alternate

path independent from the P1-bus under test. The mochanism that coordinates ..-.

the test bhould:

1. provide the line patterns to the Bus Interface transmitting the test
p,.ttern,

2. determine when the transmit pattern is stable,

3. read the received patterns from the receiving Bus Interface(s) and

4. analyze the patterns for correctness.

The mechanism that controls the test should apply patterns that guarantee
detection of 1) a failed line stuck at zero or one arid 2) a 3hcurt between any

two lines for any Patth from the signal line latch of the transmitting Bu.s

Interface to the signal line latch of the receiving Bus Interface(s).

The transmitting Bus Interface shall be capable of being placed in the

B-i120
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off-line test mode, accepting patterns for transmission and transmitting the

patterns. Once established, test patterns shall not be changed until a change E
is commanded by mechanism that coordinates the test.

The receiving Bus Interface, when in the off-line test mode, shall be

capable of being commanded to clock in the test pattern from the bus and

transfer that received pattern to the controlling device.

w--

V.

Id
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1 SCOPE V
4

1.1 jcoo. This specification establishes the electrical, functional and

performance requirements 4or the set of signal lines that constitute the

Test and Maintenance Bus (TM-Bus).

1.2 Purpose. The purpose of this standard is to establish requirements for __

the TM-Bus and facilitate interoperability of modules which use the TM-Bus.

1.3 Intended •_Ap.jation. The TM-Bus is intended as a serial path for test

and maintenance control and data information.

2 APPLICABLE DOCUMENTS . r

2.3 Government Documents. The following documents of the exact issue shown

form a part of this specification to the extent specified herein. In the

event of conflict betweevi the documents referenced herein and the contents

of this specification, the contents of this specification shall be consid-

ered a a..nnaading o2qui-aat

VHS•ZC Phase 2 INTEROPERABILITY STANDARDS P3-Bus SPECIFICATIO-

2.2 Hcn-Government Documents. The following documents of the enact issue .

shown f*rm a part of this specification to the extent specified herein. In ,o._

the event of conflict between the documents referenced herein and the con-

tents of this specification, the contents of this specification shall be
considered a superceding requirement..

* None. 'K.

I DEFINITIONS I'

The definitions listed here shall apply to the TM-bus and TM-bus modules.

1.1 LtepziefinitIon. The TM-bus is a linear, multi-drop communications

medium which transfers bit serial data between a 'MASTER' module and up to

£2 'SLAVE' modules residing on a single backplane.

TH-bus modules imp)Iement the TM-bus protocol and meet all requirements of

C-5 51
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this specification.

Figure 1. illustrates the TM-bus and TM-bus modules. Conceptually, each
module consists of a device which performs the application specific function
of the module and a bus interface which Implements the TM-bus MASTER-SLAVE

communications protocol.

_ M-_us SLAVE

4
/T-Bus SLAVE

TM-BUS 4 4
MASTER T M-BUs SLAVE

SJTM-Bus SLAVE

FROM CLOCK SOURCE

Figure 1. Conceptual Model Of Bus And Modules

3.2 Term Definitions.

active bus interface A bus interface that is connected to the

bus, and is currently capable of (and not

inhibited from) participating in bus trans-

actions.

assert irhe action of changing the state of a bus

siqgnal line from released, logic 0, to
as~serted, 1Rogic 1, or of ensuring that the

line remaiits in the asserted state.

c-6
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asserted The logic I state of a bus signal line.
The least positive of the two states of a

bus signal line.

backplane A motherboard comprising wirirg for the bus
and connectors to the modules attached to ,-,-# -

the bus.

broadcast A mode of operation where the bus MASTER
transmits data to all SLAVE modules during a
single sequence.

bus MASTER The module in control of the bus.
V I

contend When a bus SLAVE module(s) is/are actively

vying for the attention of the bus MASTER.

device The portion of a module, excluding the bus f

interface, which does the application
dependent function of the module.

header A sequence Identifying a bus command, the
SLAVEs participating in any commanded
sequence and additional information dilimit-

Ing the scope of the command.

linear bus A bus with a single shared medium segment.

message A set of sequences starting with a header
and terminating when all bus actions indi-

cated by that header have been performed. t

module An entity which is addressable via the bus
and has a single bus connection.

module address A jointer which uniquely identifies a mod- .-. ' ,

ule.

multicast A mode of operation wer,er the MASTER may

transmit data to more than one SLAVE during e
a single sequence.

packet A unit of data which is 17 bits, a 16 bit
word plus I parity bit. -- 4

release The action of ceasing to asoert a logic: I

on a bus signal lit.o The hLtion of releas.-

lng a signal line produces a change in th v.
state of the signal line only if no Module

Is asserting that signal.

C-7
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SI

released The logic 0 state of a bus signal line pro-
duced when no module asserts the signal
associated with that line. The mori posi-

tive of the two statps of a bus signal line
relative to the 0 Volt logic reference.

response A set of sequences sent by the SLAVE as a

result of a message being sent by the

MASTER.

sequence An indivisible transaction comprising a

number of transfers performing one intended

function.

SLAVE A module which does not have control of the

bus but which is selected by the MASTER to

participate in a sequence.

sub-address A pointer to elements within an addressable

module.

transfer A set of elemental operations on the bus

which result in the communication of bit

serial datum units between the current bus

MASTER and the selected SLAVE(s). A serial

datum unit is 1 bit. See sequence.

word An ordered set of 16 bits operated on as a

unit. The most significant bit is labeled

bit 16 and the least significant bit is

labeled bit 1.

4 PHYSICAL LAYER

4.1 Introduction. The physical layer of the TM-Bus is specified herein.

The lines required to implement the TM-Bus are defined, the electrical char-

acteristics of the modules and backplane are specified and timing defi-

nitions are presented. The bus interface facilities which are accessible to

a bus MASTER over the bus are also defined.

4.2 Line Definition. The TM-bus signal, clock and module identification

lines are defined in this section.

4.2.1 Nomenclature. Lines shall be designated by name. When a set of

related bits. are represented by the same name, the bits within the set shall

be differentiated by number with the least significant bit numbered 0. All

fields shall be referred to by their bit position within a data word trans-
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ferred over the TM-bus. The nomenclature for single bits shall be the bit -..
number enclosed In < >. The nomenclature <m..n> shall be the abbreviation

for the set of bits a to n inclusive, where am and n are the most and least ' "'
significant bits respectively.

4.2.2 TM-Bus Signal Definition. There shall be four (4) signal types that

make up the TM-Bus as shown in Figure 2 on page 6. All bus signals shall -, ¼

use negative logic, i.e. the logic '1' state (or asserted state) is the low-

est voltage level, on the bus and the logic 90' (or released state) is the

higher voltage level on the bus.

4.2.2.1 TM-Bus CLOCK Signal Definition. The TM-Bus CLOCK signal shall be a

single phase 0lock. The TM-Bus interface shall support the full range of

clock frequencies from zero (0) Hz to 6.25 MHz. All control and data trars-

fer operations shall be synchronized with the TM-Bus CLOCK signal. All data .

and commands shall be placed on the TM-Bus on the high to low transition of 4

the clock and latched-in on the next hign to low transition. -e

4.2.2.2 TM-Bus MASTER DATA Signal Definition. The TM-Bun MASTER DATA sil--

nal shall be a single uni-dircctional line used to transmit cevice ,

addresses, Instruction data, and/or scan data from the MASTER to the-"' ,

SLAVEs). The MASTER DATA line is also used in conjunction with the CONTROPL

line to indicate bus states (see Section "5.2.1 TM-Bus States" on page 9). ,J. .

4.2.2.3 JM-Bus SLAVE DATA SiQnal Definition. The TM-Bus SLAVE DATA signal

shall be used to transmit acknowledgements, data, and/or interrupts from the , -,

SLAVE(s) to the MASTER. The TM-Bus SLAVE DATA line shall support a wired-

OR configuration. '-

4.2.2.4 TM-Bus CONTROL Signal Definition. The TM-Bus CONTROL signal shall

be a single unis-directional line from the MASTER to the SLAVES(s). When the

CONTROL line is asserted the bus is placed in the DATA TRANSFEP state. Wher,

CONTROL is releas-ed, the bus is in the PAUSE or IDLE state. N'.'

"V"C-9
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FROM CLOCK SOURCE

CLOCK
TM-BUS < ---------------.--- > SLAVE

MASTER MASTER DATA
-------------------.--- >

CONTROL

SLAVE DATA

4,;

/- > TO OTHER SLAVEs

Figure 2. TM-BUS Signals

4.2.2.5 TM-Bus Addressing. Each TM-Bus SLAVE is addressed by an eight bit
address field. This address shall be sent in the HEADER packet containing
the five (5) bit module address (bits <16..12>) and the three (3) bit
sub-address (bits <21..9>), (see Figure 6 on page 11).

The five-bit module address field in the HEADER shall be compared to five
Module IDentification (MID) inputs to determine if the SLAVE is being
addressed. As a minimum, each SLAVE shall also have a Module Identification
Parity (HIP) input that shall be set such that the modulo two sum of the
live MID inputs and the HIP input equals one (1). (Note: the asserted state
of each input is a logical one). When used in conjunction with the VHSIC
Phase 2 P1-Bus, it is recommended that each TM-Bus SLAVE module have its MID
and MIP inputs hardwired to the backplane of the TM-Bus (see section "4.2.4
Module Identification" of the P1-Bus Speci4ication). If an unrecoverable
error occurs on the MID inputs, the TM-Bus SLAVE shall not execute any com-
mands and shall release the SLAVE DATA line.

Comparison of the three (3) sub-address bits from the HEADER packet against
Sub-address IDentification (SID) inputs is optional.

Module addresses '0' through '30' have a maximum of eight (8) subaddresses.
Address '31' is limited to three (3) subaddresses ('FSB, 'F9', and 'FA' HEX)
due to restrictions of broadcast and multicast commands. See Section "5.2.5

C-10
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Iroadcalst Capability" on page 18 and Section "5.2.6 Multicast Capability" on

pcge 11 for details.

%'-,w->

4.3 CLECTRICAL REQUIREMENfjS. Electrical characteristics for the TM-IusIbackplane and modules shall be as specified in the most recent version of

the VHSIC Phase 2 PI-Bus Specification, Section "4.3 ELECTRICAL
REQUIREMENTS".

- ml
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5 DATA LINK LAYER

S.1 Introduction. The Test and Maintenance Bus (TM-Bus) shall be the chan-

nel for control and data information flow between a maintenance controller .

and modules within a system. The module in control of the TM-Bus shall be

referred to as the MASTER and all other modules on the TM-Bus shall be

referred to as SLAVEs. The information transferred and the scheduling of

data and commands is system dependent and is not addressed in this specifi-

cation. Figure 3 on page 8 summarizes the TM-Bus design parameters and

characteristics.

a Performance Characteristics o Protocol Characteristics

- 6.25 MHz clock (Typical) - 8 reserved address bits

- 4 pin bus signals - 32 module addresses (maximum)

- Synchronous Operation - 8 sub-addresses per module
address

- Two Data Lines - Multi-drop Configuration

- SLAVE status register - Interrupt Capability

Figure 3. TM-Bus Design Parameters and Characteristics

3.2 Operation. Messages transmitted by the MASTER shall consist of a com-

mand HEADER packet, and optional DATA packets. If required, the SLAVE shall
respond by acknowledging the command and/or transmitting any DATA packets
requested. The SLAVE shall only transmit packets when requested to do so
by the MASTER. The SLAVE shall indicate interrupts as specified in Section
"5.2.8 TM-Bus Interrupts" on page 20. All data shall be transmitted MSB

first.

The following iigures and paragraphs describe the operation of the four line

serial TM-Bus in detail.

c-12
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5.2.1 - L ta j2. There are tbree passiblv bus states as showrn i ro

Figuro 4,. The IDLE state indicates that data shall not be
e..4-

CONTROL KA$Trk DATA STATE

0 0 IDLE/INTERRUPT (End of Message (EOM))

O 1 PAUSE/INTERRUPT

1 0 DATA TRANSFER
I 1 DATA TRANSFER

Figura 4. Th-tUS STATES

transferred over the bus but interrupts from the $LAVE& &re &l1C'1e46 over the

SLAVE data line. The PAUSE state ishall be uted between packts during. a

ýj-fq ti r.FliTrF to *hAml li, LAV~a io i niorrupt the HAýT FR- Yh~e IPAIA I8VAMNIF~z

state indicates that Oat* shall be transferred over the MASTER datab lirt. nr

the SLAVE data line or both. Figure r;. on psgi' 10 rhow.as th&, state4 diajram

for the TN-Bus.

Packets in a transmission m&by b•e separ-ted by a variabl•e numbet of PAUSE -i

state- (typically from 0 to 5, syLtem requiremerty,'may dic'tate ii hitg4her num-

ber). The end of a message shall be migniflid by a return to tte IDLE

state.

J, ,.

4D
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IDLE

SO 'NMLASTER DATA-0
so CONTROL-a

CONTROL-C
CONTROL-i

MASTER DATA-C OTOLi-

HEADER CONTRODL-I CONTEND

sl S4

CONTROL-0 NO CONTEND CMD
MASTER DATA-C CONTROL-i OTO-

MASTER DATA-i 1

PAUSE
PAUSE Aý

3S2'7
52 J

~CONTROL=-O -
MASTER DATA-i

CONTROL-I CONTROL-C
MASTER DATA-i

CONTROL-C
MASTER DATA-I

DATA
TRANSFER

S3 .
CONTROL-i

Figure 5. TM-Bus State Diagram
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5.2.2 Message/Response Packet Deocriptions. All messages sent by the hAS-

TER shall consist of a HEADER and up to 256 DATA packets. Responses (from

the SLAVE) shall consist of an optional ACKNOWLEDGE packet and/or up to 256

DATA packets. To allow 41exibility, the number of DATA packets contained in

a response is determined by user definable commands (with a maximum of 256).

b.2.2.1 RATA PACKETS. The DATA packet contains sixteen (16) data bits

(bits <16..1>) and one packet parity bit (bit <0>). The contents and format

of the data bits are not specified. Data shall be sent hS9 (bit 16) first.

5.2.2.2 Packet Parity. Bit 0 of each packet shall contain one packet pari-

ty bit. The parity shall be odd parity such that the modulo 2 sum of a data

packet (bits <16..0>) = 1. The parity bit shall be transmitted last as the

LSB.

5.2.2.3 HEADER Packets. Figure 6 shows the format for the HEADER packet

Hhich includes the SLAVE address and command fields. The SLAVE address

field is eight (8) bits in length (bits <1G..9>). The SLAVE command field

is seven (7) bits in length (bits <&..2>). The ACKNOWLEDGE REQUEST field ib

one bit in length (Bit <1>).

MS8 LS8

(16) (9) (a) (2) (1) (0)

(a) (7) (1) (1)

SLAVE ADDRESS

(5) (3) ACK
MODULE SUB COMMAND FIELD REQ PARITY

ADDRESS ADDRESS BIT BIT

Figure 6. HEADER PACKET

The standard commands are defined in Section "5.3 Command Definitions" on
page 24. If the ACKNOWLEDGE REQUEST bit fbit <1> of the HEADER) is

asserted, the SLAVE shall respond with an ACKNOWLEDGE packet. Bit 0 is the

packet parity bit.

C-15
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3.2.2.4 ACKNOWLEDGE Packets. Figure 7 on page 12 shows the format for the
ACKNOWLEDGE packet which includes the SLAVE address and status fields. The

SLAVE address field is eight (8) bits in length (bits (16..9>) and contains

the address of the responding SLAVE. The status field is also eight (8)

bits In length (bits <8..I>) and contains the data residing in the SLAVE

Status Register. Bit 0 Is the parity bit.

MSB LSB

(16) (9) (8) (1) (0)

(8) (8) (1)

SLAVE ADDRESS SLAVE STATUS REGISTER PARITY

(MODULE AND SUB- CONTENTS BIT

ADDRESS)

Figure 7. ACKNOWLEDGE PACKET

5.2.3 Message Protocol. Message transmissions from the MASTER to the SLAVE

shall be as shown in Figure 8. A message transmission shall begin by moving

from the IDLE state to the DATA TRANSFER state (the CONTROL line being

asserted) at which time the HEADER packet is transmitted. The CONTROL line

shall be asserted for the duration of each packet transmission. The
IDLE/EOM state shall be indicated at the end of a a transmission by releas-

ing the CONTROL line (MASTER DATA line shall be released in the IDLE/EOM

state). The PAUSE state shall be indicated between packets by releasing the
CONTROL line (with MASTER DATA line asserted). If the message is more than

one packet in length, then the CONTROL line shall be asserted during each

additional packet transmission. Optional PAUSE states are pormitted between

packets within a single message. The maximum number of PAUSE states shall

be determined by system requirements, and the minimum number of PAUSE states

is zero.

c-16
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(A)

MASTER~
DATA IDLE HEADER IDLE/EOl

CON TI OL

MIASTER
VAI A IDLE FIADER . DATA I DLE/EOM

MASTEP •

DATA IDLE HEADER PAUSE DATA IDLE/EO?

CON T R OL

(

Figure 5. MESSAGE PROTOCOL

56.2. 4 .. ,,on1.protocol. All statis on the SLAVE DATA line including
PAUSE, IDLE, anrl packet transmissions, shall be synchronous to the MASYER "
DATA and CONTROL lines with a two clock cycle delay as shown in Figure 9 on
page 14. This eeley is required so that the SLAVE Ocan receive and react to
state transitions on the MASTER DATA and CONTROL lines. The SLAVE DATA line
shall begin a packet transmission with the COt1TROL line asserted, following
receipt of a HEADER phcket as shown in Figure 10 and Figure 11 with the two
cycle delay described above. The Flowchnrt of Figure 12 on page 17 shows

the flow diagram of the SLAVE response.

C-17
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If the ACKNOWLEDGE tit is asserted in the HEADER, the addressed SLAVE shall

respond with an ACKNOWLEDGE packet during the next packet transmission peri-

od. After the optional ACKNOWLEDGE packet, any DATA packets required by the

decoded command shall be transmitted as shown in Figure 11 on page 16. The

SLAVEs shall not respond with an acknowledge during broadcast or multicast

operations.

1f the message to the SLAVE contains DATA packets as shown in Figure 11 and

the acknowledge bit is asserted, then the SLAVE shall respond by sending an

ACKNOWLEDGE packet during the next period that data may be sent over the

SLAVE DATA line. After the optional ACKNOWLEDGE packet, any DATA packets

required by the command shall be transmitted as shown.

As shown in Figure 11 on page 16 data transfer may occur simultaneously on

the MASTER DATA line and the SLAVE DATA line. This simultaneous transfer is
dependent on the command received by the SLAVE. None of the standard com-

• Ill require simultaneous transmissions.

interrupt Handling protocol is described in Section "5.2.9 TM-Bus

Contention" on page 21.

CLOCK -LF FL FLJFLFL -L-1 ... J--Th-1h LFLJ-1
CONTROL L ''*-IEODATA TRANSFEREO

PAUSE - (optional)

MASTER H~EADER j J ' EOM~
DATA..

SLAVE .
DATA I(----- RESPONSE EOM

2 cycle delay

Figure 9. DATA TRANSFER TIMING
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MASTER

DATA HEADER

SLAVE
DATA ACKNOWLEDGE

CONTROL

-OR-

DATA HEADER

SLAVE
"DATA ACKNOWLEDGE DATA

CONTROL

x DON'T CARE

Figure 10. SLAVE RESPONSE PROTOCOL (A)
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MASTER

DATA HEADER DATA 1 AT ..... D N

SLAVE
DATA DATAJI DAT[ N

CONTROL

MASTER ---- -
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5.2.5 Broadcast Capability. The MASTER shall have the capability to broad-

cast to all SLAVEs by setting the SLAVE address field equal to ('FB' HEX).

All SLAVEs shall recognize this address in addition to their normal module

address and/or sub-address. SLAYEs shall ndicate correct receipt of a

broadcast command (HEADER packet) by asserting the Broadcast/Multicast

Received bit In the SLAVE status register. The Broadcast/Multicast Received

bit shall be released if the broadcast command was not received correctly or

the SLAVE was busy during a broadcast operation, such that it could not exe-

cute the TM-Bus command. See sections "5.3.1 Reset SLAVE" on page 24,

"5.3.3 lead Status Register" on page 24, and "5.6 TM-Bus Error Handling" on

page 27 !for further discussions of the broadcast/multicast received bit.
Note that a SLAVE shall have the capability to execute the standard commands

regardless of their busy state. SLAVEs shall assert the SLAVE Busy or the

Bus Error bit in the SLAVE status register if a broadcast command is not
received properly. SLAVEs shall not transmit any response packets over the

SLAVE DATA line in response to broadcast operations except during CONTEND
Scommands. SLAVEs may Iszue interrupts during a broadcast operation (see

section 05.2.8 TM-Sus Interrupts" on page 20).

5.2.6 Multicast Capability. The MASTER shall have the capability to multi-

cast to any number of SLAVEs. SLAVEs shall belong to one of four multicast
groups (00. 01. 10, 11). SLAVEs shall be selected for these groups by send-

Ing one of the four Multicast Select commands. The SLAVE status register

shall maintain two bits indicating which of the four possible multicast
groups the SLAVE belongs to. When the TM-Bus is raset, via a Reset SLAVE

command. SLAVEs are set to membership in group '00'. A SLAVE shall remain a

member of a multicast group until a Multicost Select Command (or Reset SLAVE

command) is sent to change the SLAVE to another group.

Four addresses shall be recognized by SLAVEs as valid multicast addresses.
Address ('FC* Hex). ('FD' HEX), ('FE' HEX) and ('FF' HEX) shall be used for

multicast groups '00'. '01'. '10'. and '11' respectively. SLAVEs shall

indicate correct receipt of a multicast command (HEADER packet) by asserting
the Broadcast/tultlcast Received bit In the SLAVE status register. The
Broadcoat/hulticast Received bit shall be released if the multicast command

was not received correctly or the SLAVE was busy during a multicast opera-

tion, such that it could not execute the TM-Bus command. See sections

"5.3.1 Reset SLAVE" on page 24, "5.3.3 Read Status Register" on page 24, and

"5.6 7t-Bus Error Handling" on page 27'for further discussions of the broad-

cast/multicast received bit. Note that a SLAVE shall have the capability to
execute the standard commands regardless of their busy state. SLAVEs shall
assert the SLAVE Busy or the Bus Error bit in the SLAVE status register if a1 multicast command is not received properly. SLAVEs shal) not transmit any
packets over the SLAVE DATA line in response to multicast operations, except

during Contend commands. See section "5.3 rommand Definitions" on page 24
for details of Multicas t Select commands. SLAVEs may issue interrupts dur-
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I nig a multicast operation (see section "5.2.8 TM-Bus Interrupts" on page

20).

5.2.7 TM-Bus SLAVE Status ReQister. Each SLAVE shall have a SLAVE Status
Register described in Figure 13 on page 20. All bits in the status register
shall be considered active when asserted. The Bus Error,
groadcast/hulticast Received, and Event Occurrence bits shall be reset to a
logic 0'0 (released) when the SLAVE's Status Register is read by a Read Sta-
tus Register command. Resetting the Reserved bit in the Status Register
shall be optional when this command is executed. The Bus Error. Broadcast
Received, and Event Occurrence bits shall be reset to a released state when
a SLAVE wins a contend sequence. Resetting the Reserved bit in the Status
Register shall be optional when a SLAVE wins a contend sequence.
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Bit Name Meaning When Active

8(MSB) Reserved Available for user defined status.

May be used for address extension.

7 SLAVE Busy Indicates that the application side

of the TM-Bus interface is busy.

Event Occurrence Indicates that an error condition
or other predefined condition

exists.

5 Broadcast/ Indicates that the last Broadcast/
Multicast Received Multicast command was properly

received.

Bus Error Indicates that a parity error
or an illegal command has been

detected by the SLAVE.

3 Multicast Select Indicates SLAVE multicast select

Bit 2 Mode.

2 Multicast Select Indicates SLAVE multicast select
lit 0. Mode.

I(LS3) Interrupt Enabled Indicates whether the SLAVE
may send an Interrupt.

Figure 13. SLAVE Status Register

5.2.8 TM-Bus Interrupts. Any SLAVE may signal an interrupt to the MASTER
by asserting the SLAVE DATA line for one clock period/cycle during the PAUSE
or IDLE states. (when interrupts are enabled) as shown in Figure 14. On
receiving an interrupt, the MASTER may service that interrupt by issuing a
'CONTEND for bus' command, checking the error status bits, and taking appro-
priate action.

The SLAVE shall send an interrupt out over the SLAVE DATA line when the
Event Occurrence or Bus Error bits are asserted. The SLAVE shall consider
the interrupt condition serviced when the SLAVE wins a contend sequence or
thp MASTER issues a Read Status Register command to that SLAVE. The SLAVE
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Shall continue to send the interrupt for one clock period alter all subse-
quent contend sequences, that the SLAVE does not win, until the interrupt is

serviced. All interrupts shall be sent only during periods that interrupts %

are valid on the bus.

If the SLAVE busy bit Is asserted during data transfers (bus State 63) after

the optional ACKNOWLEGE packet in transferred, the SLAVE shall send an

interrupt over the bus.

Any SLAVE that is currently addressed shall have the ability to interrupt

during PAUSE states within a message. An active SLAVE's interrupt capabili-

ty shall override the DISABLE INTERRUPT command. The SLAVE shall go back to

the state selected by the last DISABLE or ENABLE INTERRUPT COMMAND fol1owin,

completion of a bus transaction.

"1"
OTRL PAUSE I 'DLE •••

2 cycle delay

SLAVE _-_,"'

DATA I <---' I<--->"

2 cycle Interrupt 2 cycle Interrupt
delay Permitted delay Permitted

Figure 14. INTERRUPT TIMING

5.2.9 TM-Bus Contention. Ihen the CONTEND for bus command is issued, any

number of SLAVEs may then CONTEND for the bus by simultaneously transmitting

their ACKNOWLEDGE packet which includes the eight (8) bit SLAVE address.

SLAVES shall participate in the CONTEND command only when they have a prede,
fined event occur (such as an error condition. see Section "5.2.8 TM-Bus

Interrupts" on page 20) that caused or would cause the SLAVE to send an

interrupt to the MASTER. SLAVEs shall not CONTEND for the bus if their

interrupt has been disabled. During the transmission of this packet, the %

SLAVE shall 'listen' to the SLAVE DATA line and inhibit data transmission if
a higher priority address is 'heard'. The highest SLAVE address shall have

the highest priority.

C-25
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The CONTEND sequence requires two clock cycles 4or the presentation of each

SLAVE ACKNOWLEDGE bit, whereby the SLAVEs transmit their most significant

address bit 4irst, then 'listen' to the bus for a higher oddreSS. If the

higher address is not 'heard', then a SLAVE shall continUe to alternately

transmit and 'listen' until the entire 16 bit SLAVE ACKNOWLEDGE packet has

been placed on the bus (in 32 clock cycles) and one bit of parity in the

33rd cycle. or until a higher address is 'heard' on the bus (as shown in

Figure 15).
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CONTROL

MASTER HEADER
DATA (CONTEND CID)

SLAVE
DATA SLAVE CONTEND (33 clocks)

Vb

CLOCK ".JLJL..,JL.IL

CONTROL

SLAVE
DATA BIT 26 SIT 1 B 4

TRANSMIT ____ - LISTEN

Figure 15. COHTEND SEQUENCE
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5.3 Command Definitions. The HEADER commands shown in Figure 26 on page
26 are defined below. There shall be 7 bits allowing 127 SLAVE commands.
Commands 0 through 15 shall be standard or reserved commands and the remain-
der shall be user defined commands. The command ('7F' HEX) with the
ACKNOWLEDGE REQUEST bit asserted shall be an illegal command to all SLAVEs.
If the '7F' command is detected by a SLAVE, with the ACKNOWLEDGE REQUEST bit
asserted, then the SLAVE shall set the Bus Error bit in the SLAVE status
register. SLAVEs shall execute all the commands defined below regardless of
the state of the BUSY bit in the SLAVE status register. The results of the
following commands shall be reflected in the returned ACKNOWLEDGE packet (if
ACKNOWLEDGE has been requested) except for the Read Status command, see Sec-
tion "5.3.3 Read Status Register" on page 24.

5.3.1 Reset SLAVE. This command shall bring the TM-Bus SLAVE(s) to an
error-free quiescent state and resets all internal registers, counters, and
buffers to a known initial state, such that the SLAVE is capable of receiv-
ing and executing commands. When a SLAVE receives the Reset command, all of
the SLAVE Status Register bits shall be reset to a released state, the
SLAVE's multicast select group mode shall be reset to '00', and SLAVE inter-
rupts shall be disabled.

A broadcast or multicast reset command shall set the Broadcast/Multicast
Received bit.

5.3.2 Initialize Module. The application side of the module shall be ini-
tialized by resetting or setting required registers to a pre-defined state.

5.3.3 Read Status Register. Upon the receipt of a NON-broadcast/multicast
read status command, the SLAVE shall return the ACKNOWLEDGE packet which
includes the current eight (8) bit SLAVE Status Register contents. This
command shall then reset the Bus Error, Event Occurrenc2 , and Broadcast
Received bits to the released state. Resetting the User Defined bit in the
SLAVE Status Pegister shall be optional.

If a broadcastimulticast read status command is received, the SLAVE shall
not transmit any response over the SLAVE DATA line. The Bus Error, Event
Occurrence, and Broadcast Received bits shall be reset to the released
state. Resetting the User Defined bit in the SLAVE Status Register shall be
optional.

5.3.4 CONTEND for Bus. This command shall cause all SLAVEs with a bit
requiring a SLAVE interrupt asserted within the SLAVE Status Word, to CON-
TEND for the bus as described in Section "5.2.9 TH-Bus Contention" on page
21.
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3.3.5 [nabli Interrupt. When this command is received, the SLAVE shall be

allowed to interrupt during IDLE or PAUSE states. The Interrupt Enable bit

shall be set in the SLAVE status register.

5.3.6 Disable Interruet. When this command is received, the SLAVE inter- Z

rupt capability shall be disabled. The Interrupt Enable bit in the SLAVE

status register shall be reset to a released state.

5.1.7 Multicast Select 0. When this command is received, the SLAVE shall

be placed in multicast group 0 and the SLAVE Stat;.. Register Multicast
Select bits shall be set to '000. This shall enable the SLAVE to respond to
command headers with an address field eqial to ('FC' HEX).

5.3.9 Multicast Select 1. When this command is received, the SLAVE shall

be placed in multicast group 1 and the SLAVE Status Register Multicast

Select bits shall be set to '01'. This shall enable the SLAVE to respond to

command headers with an address field equal to ('bF' HEX).

5.3.9 Multicast Select 2. When this command is received, the SLAVE shall

be placed in multicast group 2 and the SLAVE Status Register Multicast 74%ý

Select bits shall be set to '10'. This shall enable the SLAVE to respond to

command headers with an address field equal to ('FE' HEX).

5.3,210 Multlcast Select 3. When this command is received, the SLAVE shall

be placed in multicast group 3 and the SLAVE Status Register Multicast
Select bits shall be set to '11I. This shall enable the SLAVE to respond to

Command headers with an address field equal to (IFF' HEX).

""J"
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Command Field Command

(MSB) (LSB)

(8) (2)

0000000 READ STATUS

"0000001 INITIALIZE MODULE

0000010 RESET SLAVE

0000011 CONTEND FOR BUS

0000100 MULTICAST SELECT 0

0000101 MULTICAST SELECT 1

0000110 MULTICAST SELECT 2

0000111 MULTICAST SELECT 3

0001000 ENABLE INTERRUPT

0001001 DISABLE INTERRUPT

0001010 RESERVED

0001011 RESERVED

0001100 RESERVED

0001101 RESERVED

00011.0 RESERVED

0001111 RESERVED

Figure 16. Standard Commands

5.4 TM-Bus Synchronization/Initialization. The bus shall be initialized

when both the MASTER DATA and CONTROL lines are simultaneously released.

forcing the bus into the IDLE state. All SLAVEs on the bus shall then be

capable of transactions over the bus. If desired, the command 'Reset SLAVE'

may then be broadcast to bring all bus lines and SLAVEs to an error-free

quiescent state. When a SLAVE receives the Reset command, all of the SLAVE

Status Register bits are reset, its multicast select mode will be reset to

'00', and SLAVE interrupts will be disabled.

A broadcast or multicast reset command shall set the Broadcast/Multicast

Received bit.

5.5 TM-Bus Mastership. The TM-Bus shall have single MASTER operations.

This specification shall not preclude the ability for systems to have more

than one MASTER and a method to switch mastership of the bus independent of

the four signal lines defined in this specification.
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5.' TM-Bus Error Handfjln. if a parity error is detected in a HEADER pack-

et, the SLAVE shall not execute the cormeni and shall set the Bus Error bit

In the SLAVE status register and signal on interrupt as described in Section
",5.2.8 TM-Bus Interrupts" on pm9g 20. I'hvn a parity error is detected by
the addressed SLAVE wahile receiving DATA packets, the SLAVE shall set the -

Sus Error bit In the SLAVE's Status Register and signal an interrupt as

described In Section "5.2.8 TM-Bus Intorrupts" on page 20.

Stuck-at-0 bus conditions are detected by the odd packet parity scheme as

described in Section "5.2.2.2 Packet Parity" cn page 11. Stuck-at-i bus

conditions shall be detected as on illegal command as doscribed in Section

"05.3 Command Definitions" on page 24.

To insure error free reception during broadcast or multicast, the read sta-
tus register co=mmand should be broadcast or maulticast first to clear each

SLAVE's broadeast/multlcast received bit. After the data or command is

broadcasted or multicasted, the broadcnst/multlcast received bit should be

checked by reading the status register of each SLAVE one at a time. L

5.7 TM-_Bu Testing. On-line testing of the bus is performed as a result of

its normal operation. Off-line or power-up testing may be accomplished
through the use of bus exercise routines and bus wrap/hand-shaking tests.

The MASTER shall be able to send k-ad parity or set any SLAVE's Event Occur-,

rence bit and check for proper SLAVE response utilizing user definable con,-- ..
sands for test flexibility.

c-31K
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NOTES

Any comments should be submitted to:

J.P. Letellier
Space and Warfare Systems Command

Code 614
Washington. D.C. 20363-5100

phone (202) 692-0701
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APPENDIX I

30 GLOSSARY

Rom1 - End 04 Message

1 Hx - Hertz

LII - Least Significant bit

MHz - Megahertz, 1 million cycles per second

nA- Milliamperes, I thousandth of an Ampere

ID - Module Identification

HIP - Module Identification Parity

MS& -m ost Significant Bit

h- Nanohenry, 1 billionth of a Henry

ns •Nanosecond, I billionth of a Second

pF - Picofarad, I trillionth of a Fared

TBD - To Be Defined

TM-Bus - Test and Maintenance Bus

uA - micro Amperes, 1 millionth of an Ampere
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PREFACE

Following publication of this specification, a High Speed Data Bus
Critical Design Review of Protocol Definition was held at Wright-Patterson
Air Force Base on 13 January 1987. The following list of planned changes
to the PAVE PILLAR High Speed Data Bus System Specification have resulted
due to that review and later interface meetings with the VHSIC 1750A Com-
puter contractors. These planned changes also reflect an attempt to bring
the specification closer to that of the SAE AE-9B Linear Token Passing
Bus. A revised High Speed Data Bus System Specification incorporating
these changes will be available in March 1987.

1. INITIALIZATION - Method has been changed to the new method proposed
by Lockheed-Georgia. This is aecessary to reduce tie chance of more
than one terminal attempting to take control of the bus. X

2. MEDIA/COUPLER - Specification of media characteristics (e.g., fiber
size) will be relocated to appendices (one each 100uru, 200um, coax).
Minimum and maximum loss will be specified.

3. PREAMBLE - Sixteen (16) bits. Not sent between concatenated mes-
sages. ,V

4. MESSAGE/FRAME FORMATS - Changes will be made to agree more closely
With SAE. Unique types will be defined but not required.

5. TIMERS - Exhaustive message class deleted. Section will be rewrit-
ten for better understanding.

6. RETRIES OF TOKEN PASS - Change to choice of 0 or 1, default 1.

7. ERROR STATUS/STATISTICS - Change to follow SAE set as required,
others as defined by 31 October 86 specification will remain defined,
but will be optional.

8. REALTIME CLOCK - Change name to "Reference Timer." Reduce accuracy
requirement to 10E-4 (.01%), increase update rate to 50mS, elim-
inate drift rate compensation requirement.

9. TERMINOLOGY - An attempt will be made to agree with the terminology
used by the SAE.

10. LOOPBACK MESSAGE - The Frame Control (FC) field will be changed to 4pi

indicate "This is a loopback message" to prevent infinite loopback.

11. TOPOLOGY MAP - This proposed change would simplify the imple-
mentation by reducing the memory required.
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HIGH SPEED BUS SYSTEM SPECIFICATION

1. SCOPE

This specification defines performance, design, and development
requirements for a High Speed Data Bus (HSDB) data communications
system. The HSDB shall provide a real time communications network of a
maximum of 64 terminals with addressing growth to allow future
expansion to 127 terminals. Terminals may be separated by a maximum of
three hundred feet.•rt

2. APPLICABLE DOCUMENTS

The following documents of the issue in effect on 26 September 1983, or
as noted below, form a part of this specification to the extent
specified herein.

2.1 Government documents

MIL-E-SAOOT Electronic Equipment, Aerospace, General
Specification For

DOD-D-1000B Drawings, Engineering and Associated Lists,
Military Specifications For

2.2 Non-government documents P'S

a. IEEF-STD-802 Local Area Networks

3. REQUIREMENTS

3.1 System Definition

The HSDB system shall provide high quality data communications
among a network of user terminals at a bit rate of 50 Mbps. The HSDB
shall support two forms of media, coaxial cable or fiber optic. A form
of token passing protocol shall normally govern access to the network

3.1.1 General Description

The HSDB network shall consist of a set of user terminals
connected to a common media as illustrated by figure 1. The media
shall be either coaxial cable (wire) or fiber optic (FO) for any
specific network. Between two and sixty-four user terminals shall
connect to the media using stub interconnect of the type compatible
with the media. Each user terminal shall also connect to one or more
users. Each terminal shall perform the functions of the Media Access
Control (MAC) layer and the Physical (PHY) layer as described in IEFE-
STD-802. This shall. allow the network to appear transparent to the
user process.

D-8
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A frn f tke pssf~-Lg potoolrlill ~eused to perform thle

management functions cof the ntetwyork. The-- t~okenl ,on-trols the riight of
access to the mxedia; the.. ter-tmin~ral, whi~ch hoL~ls (po-s!;esses) the tokewn has
momentary singular c-ontrol. aver thei ne~twor-)k. Ilha token is passed`, froml
terminal. to t~ermlina~l in a determinir&ti--c t siform,3ing a logical.. ring.
Maintenance fun-cýtions wiiitt in each tertintTI.a po A for in it ia 1 1 zat ion
of the 1logical. ring, lost: toke--n recove-ry', Ald(JDitin cit stat~ia-rs -wh- 1 a
the ne~twork1 is 1171 Ope raIt I.O am and gonerial1n w C~Il~l1 oig

3.1.1.1 Covtenton

Sevetral, oonvernt::ons ar-e follocwed throug.,hout: thits- documient:,
These are described below:

B. Numbferinrg of Bits: Digi tal 1ac ' ields: arc-! label.tsed
using the cocnvention (if bit st0' '!u nost sigrnilficant 1)i t
a9nd bit 4tn as least signIfic-ant. bit.

b2. Transml ssi on Sequen4-ce:ý Luwe-r niunlerad h:i. i:& to be
transmnitte~d on t~he netw-N~ork are !ient: f ixst.

3.1.2 Hiss 1on-

The 115DB shall be a general purpose Cigit~al. caoromuni~cat ion .m

network and shall. be. usable in ground ba~sed, shipýýboar'd, and aircraft%
app lica tions within th( in (M.'117romneuts and pertormoano 'e constraints
described herein.

3 .1. 3 Th1reat (riot: applicable)

3. 1. 4 Sy t to Liiagr in

FS1DB systems, shall be i~mp lezuented using .a sinagle wedia forrm1,
ei ther coaxial- cab~le of FC).

3.1.4.1 Coaxial. Media To-,pology

1 Annr ;.,rNwoiC~ks imp ictoentced. using c~oaxial- Cable Media s-inal I u1-;.e a

loaded using; a resisý-tive teri--anation at each extreni ty. A hi- v
direction~al bus coup le-t aba) 1. he usl!d t~o ta'p the bus; fo.r efach1 V
terminal. Dedi`cated transimit (2K) anld Recei ver (lIX) corxialA stubs
shall connect bet-ween th~e t(ermins ,.1 and the. coupler. A TX/IA -K

turnaround, stub beocweera the. terminal and the cou~pler shal)1 de-couple
the tranksmit Port from the b-us uietthe terruininl. is; tranusma tting.
Signal. amplitude. and loss valuesi are shnown for a 6£4. terminal.0 neltwork.

3.1.4 .2 Fiber Optic Media lp:O;

Networ~ks fitiplzicemnted u.s lug IFG vedia sall1 us t- a. p-11!i Ov .stal:
topol ogy' as ill ustrated by iigur.e 2b. A singleC centre flJ(, Stil. N t

coupl)1er shall provide transmiit vind rece(-ve ac.cessý to tec~h te minim)a...
Dedicated TX and RLX FO stubs siw) 1 connect be tiieeri the- termi sin. and C
the coupler. Signal. amp~litude- an1d loss' values arC! .5ho01n ior ýA 64*
terminal network.
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3.1.5 Interface Definition

The interface between the terminal and the user process shall :
be identical for both coaxial and FO implementations of the HSDB. The
interface between the terminal and the media layer and within the media
layer, shall be implementation unique.

3.1.5.1 Terminal/User Interface

The functional interface between the terminal and the user
shall consist of a set of 4 data transaction units.

a) TX Unit - The TX Unit (TXU) shall be comprised of data
to be sent from the terminal to one or more other
terminals in the network.

b) PRX Unit - The RX Unit (RXU) shall consist of data
received by the terminal which is addressed to itself, V
and which contains no detected errors.

c) Terminal Management Unit - The Teririnal Management Unit
(TMU) shall consist of instructions from the user t.o theN,
terminal to set the operating mode of the terminal,
request transmission of data, or request
network/terminal maintenance information, : .•

d) Terminal Status Unit - The Terminal Status Unit (TSU) K ;
shall consist of information from the terminal to the
user to indicate receipt of a message from the network
or to respond to a request for terminal or network
status information.

The electrical, physical, and format description of this U'

interface is beyond the scope of this document, The information .. ,,
content shall, however, be consistent with the requirements of this ! 4
document.

3.1.5.1.1 Transmission Class of Service

The terminal shall support two classes of service as dcfined
below. Terminals shall operate using exhaustive class of service I' le

unless priority class is enabled following initialization of the
network.

a. Exhaustive: The terminal shall transmit messages to
maximally utilize the token hold time eart time the token
is held, within the constraints of the token hold timer.
All messages shall be scheduled at P0 level independent
of the priority level under which they were placed in the f-fl?
queue. The scheduling, algorithm shall be first-in-first- .
out (FIFO).

b. Multiple level priority: The terminal shall transmit
all messages held in queue within the constraints of the
token rotation timers and the token hold timer, The
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scheduling algorithm shall be FIFO within each priority
level.

3.1.5.1.1.1 Data Transmit Transaction Sequence

The sequence of transactions between the user and the
terminal for initiation of a data transmit operation shall be as
described in Table I.

TABLE I
TRANSMIT OPERATION

TRANSACTION
SEQ USER TERM DESCRIPTION -V

1. THU --- > :Request to send, block size, class
of service, destination, subaddress '

2. <--- TSU :Buffer available/busy,
destination off-line _

3. TXU --- -> :Data
4. TMU --- > :Confirm buffer filled, abort AI
5. <--- TSU :Acknowledge data sent (and ack if

requested)

A compatible methodology for PI-Bus interface is described in section
2.0.

3.1.5.1.1.2 Transmit Block Size

The terminal shall contain sufficient local storage to accept
a single message of 4096 words from the user during a single transfer.
Multiple smaller messages may share the transmit block at the
discretion of the user. Each message shall be characterized by its
unique class of service...

3.1.5.1.2 Receive Operation kg-

Data received from the bus shall be transferred to the user "
at a rate controlled by the user. The terminal bhiall be capable of
buffering any number of consecutive messages from the bus within the
constraints of the terminal buffer siz3. As a minimum, the buffer
shall accommodate a single message of 4096 words or multiple messages
of that equivalent size. If all receive buffers are fuli when a new
message is received, the new message shall be dropped and the terminal
shall continue normal operation. %

3.1.5.1.2.1 Data Receive Transaction Sequence

The sequence of transactions required between terminal and
user for initiation of a data received operation shall be as described
In Table II.
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TABLE II
RECEIVE OPERATION

TRANSACTION d'
SEQ USER TERM DESCRIPTION

1. <--- TSU :Data block size, location of buffer,
source, class of service

2. RXU < --- :Data
3. TMU --- > :Confirmation (free buffer), % %

location of buffer

3.1i.5.1.3 Status Request Transaction Sequence

The sequence of transactions required between terminal and
user for initiation of a status reporting operation shall be as
described in Table III.

TABLE III

STATUS REPORTING OPERATION

SE USER TERM DESCRIPTION

1. THU :Request for status
2. <--- TSU :Status information

3.1.5.2 Coaxial Terminal/Media Interface

The interface between a coaxial type user terminal and the
media shall consist of four coaxial interfaces, a TX interface, a RX
interface, a TX switch interface, and bus mainline interface. In the
case of terminals with dual redundant HSDB bus ports, each port shall
be independent and sha]l meet the requirements stated. In the case of
single port terminals, the "A" bus shall be the active port and the "B"
bus shall not be implemented. "•

3.1,5.2.1 TX Interface

The TX interface &hall provide the means by which messages
are placed on the bus from the terminal.

a. Connector Type As defined by applicable critical
Item specification

b. Bit Rate - 50Mbps + 12.5 KHz
c. Modulation Type - Manchester II
d. Signal Level - 15V _ IVp-p into 50 ohms

for 50 MHz component

3.1.5.2.2 RX Interface

The RX interface shall provide the means by which messages %

are recovered from the bus by the terminal.

a, Conneccor Type As defined by applicable critical
item specification
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b. Bit Rate - 50Mbps +25KHz
c. Modulation Type - Manchester II
d. Minimum Signal O.025Vp-p (50MHz component)
e. Maximum Signal 0.270Vp.-p (50MHz component)
f. Impedance 50 ohms + 2 ohms

3.1.5.2.3 TX Switch Interface

The TX switch interface shall provide the means by
which the bus coupler disconnects the TX interface from the BUS
mainline.

a. Connector Type As defined by applicable critical
item specification

b. Voltage output (TX) 11.0 +4,OVdc into 50 ohms
c. Voltage output (RX) -5.0 +0.5V into open circuitry

-2.5 +0.2Vdc into 50 ohms
d. Switching Time TX state shall be asserted and

stable within lOOns

3.1.5.2.4 Bus Mainline Interface .

The bus mainline interface shall provide the means by which
the bus interconnects between adjacent couplers.

a. Connector Type - TNC (female polarity on coupler)
b. Power Level - 3.OVp-p to 4.6Vn-n (50 MHz.

component)
c. Impedance - 50 ohms + 1.25 ohms at 25M~z

and 50MHz

3.1.5.2.5 Waveform

The critical characteristics of the waveform shall be the
wave front detection period including the embedded state transition
points and their spacing (in time). As shown in figure 3a, a wavefront-
detection period is defined within any 5ns segment during which:

a. The first Ins period (zone A) exhibits a minimum rate
of change of 2mv/ns. 4

b. The following 4ns period (zone B) exhibits the same '1
polarity and is continuous. '

3.1.5.2.5.1 Receiver Waveform
154

3.1.5.2.5.1.1 Amplitude Change

The amplitude of the waveform during Zone B of the wavefront

detection period shall be between l05mv and 300mv.

3.1.5.2.5.1.2 Maximum Signal

The maximum signal, including overshoot and other waveform
anomalies shall be not more than 500mv.
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3,1.5.2.5.1.3 Timing

The period between adjacent state transition points of the
waveform shall be either iOns +Ins or 20ns +Ins for valid manchester
logic symbols. The period between adjacent state transition points
shall be 30ns +Ins for the special symbols reserved for message
delimiting (ref 3.2.1.1).

3.1.5.2.5.2 Transmitter Waveform

3.1.5.2.5.2.1 Amplitude

The peak-to-peak amplitude of the smoothed equivalent
waveform shall be 15V +lV into 50 ohms.

3.1.5.2.5.2.2 Ripple and Droop r

The total ripple and droop component shall be less than 10% ',4

of the peak-to-peak amplitude of the smoothed equivalent waveform.

3.1.5.2.5.2.3 Timing yi

The period between adjacent state transition points shall be
either IOns +Ins or 20ns *Ins for valid manchester logic symbols. e .The

period between adjacent state transition points shall be 30ns +Ins for
the special symbols reserved for message delimiting (ref 3.2.1.1).

3.1.5.2.5.2.4 Risetime/Falltime '-

The time between the 10% points and the 90% points (and
inverse) shall be between 2ns and 6 ns.

3.1.5.3 FO Terminal/Media Interface

The interface between a FO type user terminal and the media 4

shall consist of two discrete interfaces. In the case of terminals e..
with dual redundant HSDL ports, each port shall be independent and
shall meet the requirements stated. In the case of single port -..

terminals, the "A" bus shall be the active port and the "B" bus shall .-

not be imp; emented.

3.1.5.3.1 7X Interface

',he TX interface shall be used to place properly modulated
and formatted data packets on the bus under control of the user '."

terminal.

a. Connector Type As defined by applicable critical i
item specification

b. Wavelength 850 nm
c. Power Lever (peak) 400uw-pk S
d. Modulation Type Binary Manchester
e. Fiber Type 100/140 micron, semi-graded index
f. Numerical Aperture 0.29

.YIN
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3.1.5.3.2 RX Interface

The RX interface shall be used to recover properly modulated
and formatted data packets from the bus.

a. Connactor Type - As defined by applicable critical
item specification

b. Wavelength 850 nm
c. Modulation Type - Binary Manchester
d. Fiber Type - 100/140 Micron, semi-graded index
e. Numerical Aperture - 0.29

3.1.5.3.3 Waveformi
.-.

The waveform as monitored at any transmitter or receiver port
shall meet the following requirements (reference figure 4).

3.1.5.3.3.1. Risetime

Risetime of the optical pulse shall be less than 4 ns. No
anomalies shall be present during the risetime portion of the pulse.

3.1.5.3.3.2 Falltime

Falltime of the optical pulse shall be less than 4 ns. No
anomalies shall be present during the falltime portion of the pulse.

3.1.5.3.3.3 pl/r~

The difference in peak amplitude between any two pulses in a
message shall be less than 1.5db.

3.1.5.3.3.4 On/Off Ratio

The ratio between the 100% point of an optical pulse and the
0% point of segments of the waveform shall be no less than 45db.

3.1.5.3.3.5 Symmetry

The ratio of ontime to bit period shall be 0.5 +0.05 (for "-.r
valid manchester symbols).

3.1.6 Government Furnished Property List (not applicable)

3.1.7 Operational and Organizational Concepts

The HSDB system shall be a general purpose 50Mbps digital data
communications network and shall be usable in ground based, shipboard,
and aircraft applications requiring 127 or fewer terminals within the
environmental and performance envelope described herein.

t.'4

3.2 Characteristics
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3.2.1 Performance Characteristics

The HSDB shall encompass the functions of the media layer
(MED), physical layer (PHY) and Media Access Control (MAC) layer of a
network as described in IEEE-STD-802. Figure 5 illustrates the
relationship between IEEE-STD-802 functions and HSDB elements. The MED
shall be implemented in the form of coaxial cable and couplers for
coaxial type implementations and in the form of fiber optic cable and a
coupler for FO type implementations. The PHY and the MAC shall be
implemented in the form of electronic circuitry in the HSDB terminal.
A unique PHY design shall be required for each type terminal, coaxial
or FO. The MAC shall be identical for either implementation.

3.2.1.1 Message Format

Messages placed on the bus shall conform to the message
format described below including the size and location of all
transaction data unit fields and the hierarchy of functions within data
units. Four message formats shall be supported by the HSDB, token
messages, data messages, maintenance messages, and alternate control
messages. The sequence of transaction data units comprising a data
message is described in Table IV.

TABLE IV
BUS MESSAGE COMPOSITION

SEQUENCE TRANSACTION DATA UNIT SIZE

1 Preamble (PRE) 8 bits
2 Start Delimiter (SD) 4 bit times
3 Frame Control (FC) 8 bits
4 Destination Address (DA) 8 bits or 16 bits
5 Source Address (SA) 8 bits
6 Word Count (WC) 16 bits or 0 bits
7 Data 0 to 256 words
8 Frame Check Sequence (FCS) 16 bits
7a/8a Additional data fields and FCS

fields may be appended prior
to ED for messages longer
than 256 words

9 End Delimiter (ED) 4 bit times

A valid abort sequence, PRE + SD +<- -- > + ED + ED, shall be
defined. Any message length shall be allowed between the SD and ED
fields, up to a maximum of 65,856 bits. The abort sequence shall be
sent under certain conditions following detection of a transmitter
error in order to allow receiving terminals to differentiate from
network and receiver errors.

It shall be possible to concatenate messages within a single
transaction. In this case, the messages shall be delimited by an ED +
SD sequence without intervening PRE or intermessage gap.

The sequence of transaction data units comprising a token
message shall be PRE + SD + FC + DA + SA + FCS + ED. The composition
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of each field is described in Table IV. The DA for a token message
shall always be 8 bits in length. The sequence of transaction data
units comprising a data message shall be PRE + SD + FC + DA + SA + WC +

data + FCS + ED. The DA for a data message shall always be 16 bits in
length. The sequence of transaction data units comprising a
maintenance message shall be PRE + SD + FC + DA + SA + <WC + data +>

FCS + ED. The DA for a maintenance message shall always be 8 bits in
length.

3.2.1.1.1 Preamble

The PRE field pattern shall precede each transmitted
message. It shall consist of 8 bits of logic 1 symbols.

3.2.1.1.2 Start Delimiter

The SD field shall consist of the 4 bit time sequence of
valid and invalid symbols as indicated in Table V.

TABLE V
START DELIMITER

Bit Time Symbol

1 Valid logic "0"
2 Invalid symbol - no transition from bit #1
3 Invalid symbol - complement of bit #2
4 Valid logic "0"

3.2.1.1.3 Frame Control

The FC field shall be used to define the message type. The
first two bits shall define the message format:

Bit #
01

00 - Token management message
01 - Data message
10 - Terminal maintenance message
11 - Alternate control message (reserved)

3.2.1.1.3.1 Token Management Message

Bits 2 through 7 of a token management message shall be
encoded as defined by Table VI.

TABLE VI
TOKEN MANAGEMENT FC CONSTRUCT

Bit #
2 3 4 5 6 7 Definition Message Construct

0 0 0 0 0 0 Illegal
0 0 0 0 0 1 Solicit Entry DA + SA + FCS
0 0 0 0 1 0 Set Successor DA + SA + CS + FCS
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TABLE VI (Cont'd)
TOKEN MANAGEMENT FC CONSTRUCT

Bit #
2 3 4 5 6 7 Definition Message Construct

0 0 0 0 1 1 Pass Token DA + SA + FCS
) 00 1 0 0 Set Predecessor DA + SA + CP + FCS

0 0 0 1 0 1 Request Entry DA + SA + FCS
0 0 0 1 1 1 Pass Token, Leave net DA + SA + FCS
0 0 1 0 0 1 Solicit Reentry DA + SA + FCS
0 1 0 1 0 1 Request Reentry DA + SA + FCS
1 0 0 1 0 1 Claim Token Paragraph 3.2.1.4.4.1.6 6,
100 110

through
1 11111 Reserved

Where CS and CP are the 8-bit current successor and current
predecessor addresses.

3.2.1.1.3.2 Data Message

Bits 2 through 7 of a data message shall specify requested
class of response and priority as defined by Table VII and Table VIII.

TABLE VII
DATA FC CONSTRUCT - CLASS OF RESPONSE

Bit #
2 3 4 Class of Response Message Construct

0 0 0 No acknowledgment requested DA + SA + WC + Data + FCS
0 0 1 Reserved
0 1 0 Reserved
0 1 1 Reserved

TABLE VIII
DATA FGC CONSTRUCT - PRiORI-

Bit #
5 6 7 Priority
0 0 0 Highest Priority (P0)

0 0 1 Mid Priority (PI)
0 1 0 Low Priority (P2)
1 0 0 No Priority (P3)

3.2.1.1.3.3 Maintenance Message

Bits 2 through 7 of a maintenance message shall be encoded as

defined by Table IX. Maintenance messages shall be scheduled in the
transmit queue at the priority level described by Table IX unless
explicitly scheduled at a different level by the user.
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TABLE IX
MAINTENANCE Fc CONSTRUCT

Bit # 4

2 3 4 5 6 7 Defin'Ition Prtiotli,: e&.; a g.!. C:,onstI-ruc t

0 0 0 0 0 0 RESET (off--line) 0 D)A + SO, + FCS'
0 0 0 0 0 1 Set maintenance loopback 2 DA -+ SA 4. FCi'-.S-
0 0 0 0 1 0 Disable Maini;enanl.le loopback, 2 DA 41- SA + 1:F1011i
0 0 0 0 1 1 Loopback message 2 DA + SA + WC 4 Data + FCS

0 0 0 1 0 0 Set topology memory 0 DA + S.- + UC + Data + FCS
0 0 0 1 0 1 Report topology memory 3 DA + SA + FCS
0 0 0 1 1 0 Topology message 3 DA + S, + WC + Data I. FCS
0 0 0 1 1 1 Rsserved
0 0 1 0 0 0 Set parameter(s) 0 DA + SA + WC + Data + FCS
0 0 1 0 0 1 Report Parameter(s) 3 DA 4. SA + WC + Data + FCS
0 0 1 0 1 0 Parameter message 3 DA + SA + IWC + Data + FCS
0 0 1 0 1 1 Reserved
0 0 1 1 0 0 Reserved ".

0 0 1 1 0 1 Report te-.minal statistic(s) 3 DA + SA + WC -ý Data + FCS-
0 0 1 1 1 0 Statistic(s) report 2 DA + SA + WK + Data + FCS
0 0 1 1 1 1 Reserved
0 1 0 0 0 0 Reserved
0 1 0 0 0 1 Set Message Filter 0 DA 4 SA + WC + data + FCS V ,
0 1 0 0 1 0 Report Message Filter 3 DA + SA 4 FCS
0 1 0 0 1 1 Message Filter Config. msg. 3 DA 4 SA + W1G + data + FCS
0 1 0 1 0 0 Reserved
0 1 0 1 0 1 Set Realtime Clock 0 DA + SA + W-'- 4 (tata + FCS
0 1 0 1 1 0 Report Realtime Clock 0 DA + SA. + F':;S
0 1 0 1 1 1 Realtime Clock Report 0 DA + SA + 0WG + data + FCS
0 1 1 0 0 0 Reserved
0 1 1 0 0 1 Set Redundant Bus Mode 3 DA + SA + FCS
0 1 1 0 1 0 Reset Redundant Bus Mode 2 DA + SA + FOS

The content of maintenance messages shall conform to the .
construct defined in subsequent paragraphs. In all cases, the SA field
shall contain the terminal address (TA) of the terminal originating the
message and the DA field shall contain the terminal address: of the
terminal to which the message is directed.

., n *i *I.', '2 ,,

.. . j. j. I Loupb-ck Message

A terminal receiving a loopback message, when loopback mode
is enabled, shall queue a complementary response message in which the
SA and DA fields are interchanged.. The data field shall be unchang.ed.
The FCS shall be recalculated for the response message.

3.2.1.1.3.3.2 SET TOPOLOGY MEMORY

The data field of a SET TOPOLJCYMEMORY message shall. consist.
of a sequence of 40 bit-records, one for each terminal included in the
topology.
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Bit(s) N

0-7 - Terminal address
8 - Present - "1"/Absent - "0"
9 m Online m "1"/Offline - "0"
10 - Timekeeper - "1"/Not Timekeeper "0"

11 - Reserved (set to "0")
12 TX "A" Port Operational "I"
13 - TX "B" Port Operational "I"
14 W RX "A" Port Operational "I"
15 - RX "B" Fort Operational 1"
16-23 - Predecessor Address (PA)

24-31 - Successor Address (CS)
32-39 - Reserved

Should the message contain an odd number of records,
additional bits of logic 0 data shall be appended to the field

N'.
sufficient to fill it to a length evenly divisible by 16. The WC
field of a SET TOPOLOGY MEMORY message shall define the count of 16 bit
frames which exist within the data field rather than the count of 40

bit records,

3.2.1.1.3.3.3 TOPOLOGY Message

The data field of a TOPOLOGY message shall be identical to
that described for a SET TOPOLOGY M-EMORY messaae.

3.2.1.1.3.3.4 SET PARAMETER

The data field of a SET PARAMETER message shall consist of a
sequence of 24-bit records, I for each parameter to be set as
defined by Table X. Unused bits shall be 0,

IABLE X
PARAMETER DESCRIPTORS

Bit Parameter
0 1 2 3 4 5 6 Bits 8 :ýhr2M&h 23

0 0 0 0 0 0 0 0 Reserved
0 0 0 0 0 0 0 1 Reserved
0 0 0 0 0 0 1 0 RWT value (16-23)
0 0 0 0 0 0 1 1 THT value (8-23)
0 0 0 0 0 1 0 0 TRT PI value (8-23)
0 0 0 0 0 1 0 1 TRT P2 value (8-23)
0 0 0 0 0 1 1 0 TRT P3 value (8-23)

0 0 0 0 0 1 1 1 RMT value (8-23)
0 0 0 0 1 0 0 0 SET value (8-23)
0 0 0 0 1 0 0 1 RLT value (20-23)
0 0 0 0 1 0 1 0 NIT value (16-23)
0 0 0 0 1 0 1 1 Reserved

through

I I Reserved
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Bits 8 through 23 shall contain the value to which the
parameter is to be set. Should the message contain an odd -number of
parameter records, additional bits of logic 0 data shall be appended to
the data field sufficient to fill it to a length evenly divisible by
16. The WC field of a set parameter message shall define the count of
16-bit frames which exist within the data field rather than the count
of 24-bit records.

3.2.1.1.3.3.5 REPORT PARAMETER

The data field of a REPORT PARAMETER message shall consist of
a sequence of 8-bit records, 1 for each parameter to be reported.
Table X defines the relationship between parameter and data content
with the following additions:

0000 1011 Reserved
0000 1111 Message Filter Size Description

Should the message contain an odd number of records, additional bits of
logic 0 data shall be appended to the field sufficient to fi-ll it to a
length evenly divisible by 16. The WC field of a report parameter
message shall define the count of 16-bit words which exist within the
data field rather than the count of 8-bit records.

3.2.1.1.3.3.6 PARAMETER Message

The data ad WC fields of a PARAMETER message shall be
identical to that described for a SET PARAMETER message with the
following additions:

0000 1011 Reserved
0000 1111 Message Filter Size Description (20-23)

3.2.1.1.3.3.7 REPORTTERMINALSTATISTICS

The data field of a REPORTTERMINAL STATISTICS message shall
consist of a sequence of 8 bit records, one for each statistic to
be reported. Table XI defines the relationship between statistic and
data content.

TABLE XI
STATISTIC DESCRIPTORS

Bit
0 1 2 3 4 5 6 7 Statistic

0 0 0 0 0 0 0 0 Terminal Status Summary
0 0 0 0 0 0 0 1 Number of PO messages sent
0 0 0 0 0 0 1 0 Number of P0 messages received
0 0 0 0 0 0 1 1 Number of P! messages sent
0 0 0 0 0 1 0 0 Number of P1 messages received
0 0 0 0 0 1 0 1 Number of P2 messages sent
0 0 0 0 0 1 1 0 Number of P2 messages received
0 0 0 0 0 1 1 1 Number of P3 messages sent
0 0 0 0 1 0 0 0 Number of P3 messages received
0 0 0 0 1 0 0 1 Number of tokens received
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TABLE XI (Cont'd)
STATISTIC DESCRIPTORS

sit
0 1 2 3 4 5 6 7 Statistic

0 0 0 0 1 0 1 0 Number of tokens viewed on net
O 0 0 0 1 0 1 1 Average token cycle time (usec)
0 0 0 0 1 1 0 0 Maximum token cycle time (usec)
0 0 0 0 1. 1 0 1 Average transmission delay - P0 (uses)
0 0 0 0 1 1 1 0 Maximum transmission delay - P0 (usec)

0 0 0 0 1 1 1 1 Average transmission delay - P1 (usec) r
0 0 0 1 0 0 0 0 Maximum transmission delay- P (usec)
0 0 0 1 0 0 0 1 Average transmission delay - P2 (usec)
0 0 0 1 0 0 1 0 Maximum transmission delay - P2 (usec)
0 0 0 1. 0 0 2 .. Average transmission delay - P3 (usec)
0 0 0 1. 0 3 0 0 Maximum transmission delay - P3 (usec)
0 0 0 0 1 0 1. Number of Data errors
0 0 0 1 0 . 1 0 Number of RX framing errors
0 0 0 1 0 1 1 1 Nuumber of RX sync errors
0 0 01. 0 0 0 Number of RX WC errors

0 0 0 1 1 0 0 1 Number of bus activity errors
0 0 0 •.. 0 1 0 Number of net initialize errors
0 0 0 1 1 0 1 1 Number of solicit successor cycles
0 0 0 1 1 1 0 0 Number of claim token cycles
0 0 01' 1 1 0 1 Number of lost tokens detected
0 0 0 1. 1 1 1 0 Number of token errors decected
o 0 0 . 1 1 1 1 N•iber of transud.tter errors-"AM
0 0 1 0 0 0 0 0 Number of recefiver errors

G 0 1 0 0 0 0 1 Number of token hold errors
0 0 1 0 0 0 3. 0 Realtime clock drift rat.t,
0 0 1 0 0 0 1. 1 Number of abort messages detected
0 0 1 0 1 0 0

through
1, 1 ! 1 1 1 1 3. Reserved

Should the message contain an odd number of records,
additional bitr, of logic 0 data shall be appended to the field.
.uffi.cient to fill it to a length evenly divisible 1y 36. 'rie wu .f1l
of a RIEPORT .'TERMINAL STATISTICS message shall define. t.he count of 16.
bit word which exist within the field rather than the count. of 8-.bit .
recor do.

3.2.1.1.3.3.8 STATISTICS REPORT

The data field of a STATISTICS REPORT Uessage shaIl consit;t.
of a sequence of 24-bit records, one for each statistic: 1..'tig
reported. Bits 0 through 7 shal.l1 define the st-a'itistic, a&, defilled iI-
Table X1. With the exception of the terminal status sumlwrtaz-y report..
bits 8 through 23 shal 1 contain the value of the statistic. Fie] ds
repotting numeric .tatistics shall be. organized as a 16 bit: binary
quantity with the 1SB as bit 23.

1he Terminal Status SLutmary report shal 1. be! formatted ,as

shown:
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Bit 8 Bit Summary (0 - failed/l - passed)

Bit 9,10 : Rx Machine Status (IX - Port "A" OK :XI - Port "B" OK)
Bit 11,12: Tx Machine Status (iX - Port "A" OK :Xl - Port "B" OK)
Bit 13: APM Status (0 - failed/l - passed)
Bit 14: UIM Status (0 - failed/l - passed)
Bit 15: Power Status (0 - failed/l - passed)
Bit 16: Topology Memory (0 - initial condx/l - operational)
Bit 17-23: Reserved

Should the message contain an odd number of records, additional bitsof logic 0 data shall be appended to the field sufficient to fill

it to a length evenly divisible by 16. The WC field of a STATISTICS
REPORT message shall define the count of 16-bit words which exist
within the data field rather than the count of 24-bit records, -

3.2.1.1.3.3.9 SET FILTER Message

The data field of a SET FILTER message shall consist of a
sequence of 32-bit records, one for each filter word being set. The
first worJ shall consist of the address of the filter word to be set,
while the second word shall be the value to which the filter word is to
be set. The WC field of a SET FILTER message shall define the count of
16-bit words which exist within the data field rather than the count
of 32-bit records.

3.2.1.1.3.3.10 REPORT MESSAGE FILTER

The data field of a REPORT MESSAGE FILTER message shall
consist of a sequence of 16-bit records, one for the address of each
filter word for which a report is requested.

3.2.1.1.3.3.11 REPORT FILTER Message

The data field of a REPORT FILTER message shall be identical
to that described for a SET FILTER message. Only implemented filter
words shall be reported.

3.2.1-.1.3.3.12 SET RFALTTMR!IE C L' r. n'

The data field of a SET REALTIME CLOCK message shal I consist
of a 48-bit record containing the current time value to be loaded
into the realtime clock. The WC field of a SET REALTIME CLOCK message
shall define the count of 16-bit words which exist within the record
rather than the record count.

3.2.1.1.3.3.13 REALTIME CLOCK REPORT

The data field rf a REALTIME CLOCK REPORT message shall be ,-
identical to that of a SET RETAL'IME CLOCK message. The data field r'
shall represent the time value of the local realtime clock at the time
the token was received.

D .- 2
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3.2.1.1.3.4 Alternate Control Message

The alternate control message capability shall be provided at
the discretion of the system designer of a specific HSD)B application.
It shall be used to specify terminal operations which axe judged to be
necessary for proper network operation in that application but which
are not defined by the HSDB systems specification. It should. bfe noted.
that alternate control functions will not be compatible acroms systems
boundaries.

3.2.1.1.4 Source Address

The SA field shell consist of a status bit followed by the 7-
bit address of the termirnal initiating the message. Bit #1 of the
field shall be the most significant bit of the address. Bit #0 shall
be set to logic "0" except in the case of a ring master terminal. The
ring master terminal shall set bit #0 to logic "I".

3.2.1.1.5 Destination Address

The DA shall define the address of the destination "
terminal(s) for which the message ii intended. The first two bits of
the FC field define the addressing mode, token (00), maintenance (01),
or data (10). 1<

3.2.1.1.5.1 Token Message

Except for CIAIM TOKEN messages, the DA field for a token
message shall consist of a "0" in bit #0 followed by the 7-bit
address of the terminal for which the token message is intended. Bit
#1 shall be the most: significant bit of the address.

For CLAIM TOKEN messages, the DA shall consist of the
complement of the SA field.

3.2.1.1.5.2 Maintenance Message

"The DA field for a maintenance message shaii normail y consist.
of a "0" in Bit #0 followed by the 7-bit address of the terminal for
which the maintenance message is intended. Bit #1 shall be the most
significant hit of the address. Broadcast maintenance messages shall
be indicated by DA - "1" in al l bits.

3.2.1.1.5.3 Data Message

The DA field ior a data message shall define the destination '
for the message. Bit #"t" of the DA shall define the addressIn, g mode,
either singlecast (0) or content/broadcast (1) address, followed by 15
bits as described below.

3.2.1.1.5.3.1 Singlecast Address

The DA field for singlecast mode shall consist of bit W0 set to
0 followed by a 7-bit destination field containing the address of the g
terminal for which the data message is intended, followed by an 8-bit

-2
D-.29 •



SPA 90099001A
16 January 1987 _

subaddress field. The subaddress shall be all zero unless a specific WA.'

subaddress is explicitly requested by the user at the time the TMU was %

initiated.

3.2.1.1.5.3.2 Content Address

The DA field for content address mode shall consist of bit #0
set to 1, followed by a 15-bit content descriptor. Each terminal shall
maintain a content descriptor filter which shall determine whether or
not it wishes to accept a particular content described message.
Address FFFF (hexadecimal) shall be the broadcast address.

3.2.1.1.5.3.3 Broadcast Address

Destination Address FFFF (hexadecimal) shall be the
broadcast mode address.

3.2.1.1.6 Word Count .

The word count field shall describe the number of 16-bit data
words which are included in the data field. Word count shall equal the
value N-1 where N is the total number of data words (from I to 4096
inclusive) included in all records of the message.

3,2.1.1.7 Data

The data field shall cons4st of one or more records each
followed by FCS. A message consisting of more than 256 words hall be
decomposed into 2 or more records containing from 1 to 256 (inclusive)
words of data. There shall be no restrictions on the foruat of the r"I-

data. The terminal shall in no way modify the contents of the data as
part of the transmission/reception process except to intersperse FCS '.".
as described above.

3.2.1.1.8 Frame Check Sequence i.l
The FCS field shall consist of a 16-bit Cyclic Redundancy

Chsck (CRG) pattern covering the FC + SA + DA 4 WC 4 Data fields of the <A.-'

m,,ssage. CRC shall be calculated based on the following generator pl-

polynomial: 2
G(X) - X1 I X1 2  X + 1 (CCITT-CRC-16) r -'

If the data message from the user contains more than 256
words, the message shall be split into a sequence of 256 word (or ""

remainder) records and an FCS generated for and appended to each
record.

3.2.1.1.9 End Delimiter
•.2" w'W

The ED field shall consist of a 4 bit time sequence of valid
and invalid symbols which is the complement of the SD field. Ile

l)30
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3.2.1.1.10 Maximum Transmission Time

The terminal shall contain provisions to automatically
terminate attempted transmissions of greater than the equivalent of a
4096 word data message plus a token message.

3.2.1.1.11 Intermessage Gap

The idle period between adjacent packets on the bus shall be
greater than 100 ns and less than 1250 ns.

3.2.1.1.11.1 Terminal Response Time

The terminal shall begin transmission of preamble between 100
and 200ns from detection of a valid message if the message is addressed
to the terminal and contains the token.

3.2.1.1.11.2 Receiver Recovery

A receiver shall be capable of synchronizing to and
recovering adjacent messages from the bus under minimum intermessage
gap times and maximum message dynamic range conditions. A receiver
shall be capable of recovering concatenated messages from a single
source separated by only ED + SD.

3.2.1.1.12 Redundancy

Two types of network designs shall be supported by the HSDB,
single or dual redundant. Networks designed to operate in dual
redundant mode shall be implemented using totally independent circuitry I
for the PHY layer and MED layers. Terminal MAC layer circuitry may be
shared if reliability requirements can be met. In either case, a
single token (and copy) shall be supported by the network on both
buses. The standby bus shall not be used as a separate network.
Dual redundant terminals shall be capable of being hard strapped or
soft programmed to operate using the "A" bus only.

J.3 .L.A L. ..J .. J.. r .n.....

The functions of the MED layer is to provide a data
transport highway between terminals. The MED layer, in either
coaxial or FO implementation, shall meet the following requirements.

a. Maximum number of terminals - 64
b. Minimum number of terminals - 2
c. Maximum terminal separation - 300 ft
d. Minimum terminal separation - I ft
e. Radiated energy - no requirement %
f. Susceptibility - no requirement

3.2.1.2.1 Coaxial Media Unique Characteristics •.

The MED layer, when Implemented using coaxial media, shal!.
meet the following requirements.
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a. Stub length - max - 20 ft
b. Stub length - min - 3 ft
c. Stub attenuation - max - 2.0 db max at 50 MHz
d. Stub characteristic impedance - 50 ohms +2.0 ohms
e. Mainbus impedance - 50 ohms +1.25 ohms
f. Hainbus attenuation - max - 13 db total at 50 MHz
g. Coupler loss - mainbus in/out - 0.100 db max
h. Coupler loss - mainbus to Rx - 25.75 db +0.5 db
i. Coupler loss - Tx to mainbus - 10.75 db +0.5 db
J. Coupler Tx port impedance - 50 ohms +-5 ohms
k. Coupler Rx port impedance - 50 ohms +5 ohms
1. Connector loss(per mated pair)- 0.011 db
m. Propagation delay - mainbus - LT 500 ns -{ •" 4
n. End to end loss - max - 54 db ">
p. Coupler mainbus return loss - NLT 32 db at 50 M11z
q. Differential "A"/"B" skew - NMT 400 ns

A simplified system signal budget diagram is shown in figure 2a.
Note that the end to end loss specification is consistent with a 64
terminal network of 300 ft overall length constructed using mainbus N
cable exhibiting a loss of 1.8 db/100 ft at 50 MHZ. Networks of longer
length shall be possible given fewer terminals or lower loss mainbus
cable, within the mainbus loss specification. Networks of more than 64
terminals shall be possible given shorter mainbus and stub lengths %.1 N
and/or lower loss cable, within the system loss specification.

3-2.1.2.2 FO Media Unique Character!stcs

The MED layer, when implemented using FO media, shall meet
the following requirements.

a. Stub attenuation - max - 4.5 db/km @ 850 nm
b. Coupler attenuation - max - 21.5 db any input to any

output-4
C. Stub cable propagation - Graded index
d. Stub cable bandwidth - CT 30 MHz/km
e. Stub diameter (cort/cladding) - 100/140 microns
f. Stub numerical aperture - 0.29 +0.015 A.-

g. Stub propagation cIonstant - G1T 0.6 3
h. Differential "A"/"B" skew - NMT 400 ns

A simplified power budget diagrt.m is shown in figure 2b. The overall
loss specification is consistet with a 64 port star coupler centered
in a network topology of 300 ft overall length with a single connector
per stub. Networks of longer overall length are possible if a coupler
with fewer than 64 ports is used, within the constraints of the overall
system loss budget. WI-

3.2.1.3 PHY Layer Performance

The function of the PHY layer is to translate data presented
in message form from the MAG layer into a modulated signal (packet)
compatible with the transport characteristics of the MED layer and to
demodulate packets from the MED layer back into message form for rv..
presentation to the MAC layer. The PHY layer shall be implemented in
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the form of a Transmit/Receive Unit (TRU) contained within each
terminal. Figure 6 illustrates the functional characteristics
of the TRU. Requirements common to both types of TRU (coaxial and
FO) are stated below.

a. TX Bit rate - 50 M1)ps +0.0125 ,bps

b. RX acquisition range - 50 Mbps +0.025 Kbps
c. Preamble (clock sync) - 8 bits
d. Start delimiter - 4 bit times
e. End delimiter - 4 bit times
f. Transmitter timeout - 1.3 ms + 0.13 ms/-0.0 ms
g. System error rate - LT 5XlOE-ll BER

Over operating envelope

Note that for dual redundant terminals, a single transmit message from • [
the MAC layer results in two packets being sent, one or. the "A" port
and one on the "B" port. Conversely, two packets, one from RX-"A" port
and another from the RX-"B" port result in two received messages being
sent to the MAC layer.

3.2.1.3.1 Coaxial TRU

The coaxial TRU shall provide the electrical and physical
interface of each terminal with the MED layer of a coaxial
Implementation of the HSDB. Requirements unique to the zoaxial TRU are
stated below.

a. Modulation Manchester II
b. Tx output level - 15.0 +l.OVp-p into

S0ohms-
c. Tx polarity - negative transition at

mid bit - logic "I"
d. Bit symmetry 50% +10%
a. Tx switch output level 11 +4 into 50 ohms

Tx state
f. Tx switch output level - -2.5 +0.25 Vdc into

Rx state 50 ohms
g. Tx switch risetime/falltime - LTf 100 rks

h. Rx input sensitivity - 25 mV p-p for stated
errorL rate

J. Rx dynamic range NLT 27db
k. Input impedance 50 ohms -5 ohms
1. Clock sync - To within 3 ns

within 6 bits

m. Rx polarity Negative transition
at mid bit - logic "l"

3.2.1.3.2 FO TRU

The FO TRU shall provide the electrical. and physical
interface of each terminal with the MED layer of a FO implementation
of the HSDB. Requirements unique to the FO TRU are stated below.

a. Modulation - Manchester equivalent
b. Tx output level I 200uw-Pk to 400uw-Pk
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c. Tx wavelength - 850 nm +30 nm
median

d. Tx spectrum - CT 75% of the power
shall be within 30nm of
median wavelength

e. Tx polarity - Power in first 1/2
bit period - logic "1"

f. Tx bit symmetry - 50% +10%
g. Tx rise/fall time - LT 4ns L
h. Rx sensitivity - GT luw-Pk for stated

error rate
J. Rx dynamic range - 21db or greater
k. Clock sync - To within 3ns

within 6 bit periods
1. Rx polarity - Power in first 1/2

bit period - logic " l"
m. Rx Rise/full time - LT 5ns for stated error

rate

3.2.1.4 MAC Layer Performance

The function of the MAC layer is to manage participation of
the terminal in network transactions including data transmission and
reception, token management, and network maintenance functions. The
MAC layer shall perform all protocol functions of the terminal in a
manner so as to appear transparent to higher layers of control
within the terminal.

A token passing protocol shall be implemented by the
MAC. The token address of each terminal shall be identical to the
terminal address (TA) hardwired into each terminal. Each terminal
shall have an unique TA. I2

a. A token shall control the right of access to the physical
medium; the terminal which holds the token shall have V

singular momentary control over the medium.

b. The token shall be passed among terminals residing on the
network in ascending order of their TAs, thus sharing
network bandwidth in a planned mannet. A iU61al L1i1g
control structure shall thus be superimposed on the linear
physical structure of the network.

c. Nominal operation of the network shall consist of a data
transfer phase (optional) and a token transfer phase on the
part of each terminal during each network rotation.

d. Token maintenance functions shall reside in each and every
terminal for the purposes of initializing the logical ring,
lost token recovery, station deletion, new station addition,
and general housekeeping.

The MAC shall perform as a loosely coupled set of four
logical machines as shown by figure 7. Data and control/status
information shall be communicated into and out of the MAC in the form
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of a set of transaction data units. TX Units and Terminal Management
Units shall be operated upon to create TX messages for presentation to
the PHY layer. RX messages from the PHY layer shall be decoded so that,
only properly received RX Units are presented to the User. Upon ____

request, the MAC shall present Terminal Status Units to the User.

3.2.1.4.1 Tr&nsaction Data Unit Descriptions

Data and control/status information shall be communicated
into and out of the MAC in the form of a prescribed bet of data units.
Communications among the functional entities within the MAC shall also
be accomplished in this manner. Figure 7 illustrates the twelve
different units described in subsequent paragraphs and shows the
source and destination of each.

3.2.1.4.1.1 TX Unit (TXU)

The TXU shall consist of the dEta block to be sent from the
user of the terminal to the user of some other terminal(s). The data
shall be organized as a block of from 1 to 4096 16 bit words.

3.2.1.4.1.2 Terminal Management Unit (TMU)

The TMU shall consist of a data set sent from the user to the
terminal. It shall be used to set the operating mode of the terminal, --

to request transmission of a data block, or to request network/terminal
maintenance information. Unique identifiers shall be provided to .

accommodate the functions described in Table XII.

TABLE XII
TMU/TCU FUNCTIONS

Function Requirements

Token management 6 bits
Request to send 3 bits h/-
Class of service 1 bits .-

Priority 2 bits
Destination 16 bits
Status request 6 bits
DY mescage recenivedA Ebits
Word count 12 bits

3.2.1.4.1.3 TX Data Unit (TXD)

The TXD shall consist of the data block presently being sent
by the terminal. It shall consist of a sequence of 16 bit words
clocked from the MAC at a rate consistent with the operating bus rate
of the terminal.

3.2.1.4.1.4 TX Control Unit (TXC)

The TXC shall consist of header information appended to the
TXD prior to transmission on the network. It shall consist of the
sequence of functions described in Table XIII and shall be clocked
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from the MAC at a rate consistent with the operating bus rate of the
terminal.

TABLE XIII
TXC FUNCTIONS

Function Requirement

Frame control. 8 bits
Source address 7 bits
Destination address 16 bits

When the terminal is operating in maintenance re-transmit mode, TXC
shall consist of the turnaround message to be placed on the bus.

3.2.1.4.1.5 Terminal Control Unit (TCU)

The TCU shall consist of a set of data bits which define
the operating mode of the terminal, to request transmission of a data
block, or to request network/terminal maintenance information. The
functions described in Table XII shall be accommodated.

3.2.1.4.1.6 TX Message (TXM)

The TXM shall consist of a serial data stream comprising the
message to be sent by the terminal, in the format "FC + DA + SA + WC +
Data + FCS." The data stream shall be clocked from the MAC layer at
the rate and time required to support the operating bus rate of the
terminal.

3.2.1.4.1.7 RX Message (RXM)

The RXM shall consist of a serial data stream comprising the
message being recovered by the terminal. It shall be in the same
format as present on the network without the ED and SD fields but
including the "FC + DA + SA + Data + FCS" fields.

3.2.1.4.1.8 RX Data Unit (RXD)

The RXD shall consist of the contents of the "Data" field of
the message just received from the network. RXD shall be initiated
only after FCS has been validated against the frame contents and the
destination address is found to correspond with a valid destination
address.

3.2.1.4.1.9 RX Control Unit (RXC)

The PXC shall consist of a bi-directional data path used to
coordinate the reception of messages. Valid destination address(es)
shall be passed from the access and protocol machine to the receive
machine (refer to figure 5). The "FC - SA" fields from each received
message shall be passed from the receive machine to the access and
protocol machine.
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3.2.1.4.1.10 RX Unit (RXU)

The RXU shall consist of a data block comprising the "Data"
field of a single message. It shall be passed from the MAC layer to
the USER at the convenience of the user. The data shall be organized

as a block of from I to 4096 16 bit binary words.

3.2.1.4.1,11 Configuration Reporting Unit (CRU)

The CRU shall be used to report information relative toK
network and terminal operations. Unique identifiers shall be provided
to accommodate the functions described in Table XIV plus a minimum of
50% spares.

TABLE XIV
CRU FUNCTIONS

Function Requirements

Terminal configuration 16 bits
Terminal status 16 bits
Network configuration Per 3.2.1.4.2.12
Statistics Per Table XI

3.2.1.4.1.12 Terminal Status Unit (TSU)

The TSU shall be initiated upon receipt of a valid message
from the bus or upon request of the user. In the former case, it
shall inform the user of the message location, size, source, class of
service, and priority. In the latter case, it shall respond to the
specific request of the user.

3.2.1.4.2 Functional Requirements

The MAC layer shall perform as a loosely coupled set of four
logical machines as described in figure 7. The heart of the MAC
is the access and protocol machine. Its function is the establishment
and maintenance of the network and coordination of other functions
within the MAC.

3.2.1.4.2.1 Steady State Network Operation

Steady state network operation shall require the sending of
the token to a specific successor when each terminal is finished
transmitting scheduled traffic, if any. The sequence of messages
involved In information transfer is illustrated in Figure 8. After
sending the token, the terminal shall listen for evidence that its
successor has passed the token. If the token sender does not hear
evidence that the token pass was successful, it shall begin a series of
recovery procedures that grow increasingly more drastic as described in
3.2.1.5.2. If all attempts prove unsuccessful, the terminal shall
become silent and wait for another terminal to initiate recovery
procedures.

3.2.1.4.2.2 Deleted
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3,2.1.4.2.3 Realtime Topology Adaptation

On a periodic basis, and when the level of network traffic is -

sufficiently low, new terminals shall be allowed access to the network. ¾
The sequence of transactions is described in Table XV. The proce,ýss
shall be initiated by the terminal in possession of the token. It qW,

shall take the form of a poll to one potential TA between its own TA
and the TA of its successor. If the poll is successful, the logical
ring shall be broken in the proper TA sequence and the requesting
terminal shall be inserted,

TABLE XV
TOPOLOGY ADAPTATION TRANSACTION SEQUENCE I

Soliciting New Previous
Terminal Terminal Successor

Solicit Entry ------------------- >*
*< ----------------------- Request Entry

Set Successor ------------------- >*
Set Predecessor ------------------------------------------ >*
Pass Token --------------------- >*

3.2.1.4.2.4 Initialization Process

Initialization of the network shall be a special case of
adding new terminals to an existing network. Each potential .
initializer shall send a frame having a length proportional to its r
address. The terminal shall then listen to the bus. If all other
potential initialtzers had finished transmitting prior to that time, r
the terminal will hear a quiet bus and asslme that it: holds the only
token in the network. It will then proceed to form the network by a
polling technique.

3.2.1.4.2.5 Priority

A 4-level priority mechanism shall be provided for use at the
discretion of the network designer. The mechanism shall reserve a set
amount of network bandwidth for messages. at each p~riority level. Th]:i.'."

shall, be accomplished by using a set of three token rotation timers in
each terminal. The terminal shall send only messages of a priority
higher than indicated by the timers, based on the rime interval since
it last held the token.

3.2.1.4.2.6 Maintenance Functions

Maintenance functions shall be provided to allow the quality , ,•

of service being experienced by any terminal to be reviewed by its user
or by any other user in the network. A multilevel maintenance -.4
strategy shall be provided in nach terminal as described below:

a. Built-In-Test (BIT) shall constantly mornitor
critical terminal functions. "'. K
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b. The terminal receiver shall monitor all terminal %

transmissions. httd

c. A local loopback mode shall be provided wherein the
user shall be able to send a test message between A
transmitter and receiver without the message
appearing on the network.

d. A network loopback mode shall be provided wherein
any terminal shall be able to originate a test
message to itself from another terminal on the
network. Interaction of the users of either
terminal shall not be required.

Performance statistics shall be computed within each terminal r
describing the message delays for each priority level, the number of
erroneous messages received, average and peak values of the token cycle
times and other parameters of significance to the system designer. -41

Registers associated with statistics shall be reset each time the
statistic is reported. Registers which reach overflow state before J-
being reported shall retain the maximum count until reported. -

3.2.1.4.2.7 Realtime Clock

A 48-bit realtime clock (RTC) shall be established within C
each terminal at initialization. The clock may be set by the user, set ."
from the network, read by the user, or read from the network. The RTC
shall be accurate to 4120 micro second over a period of '. se ornd
without drift correction. Clocks within different terminals on the
network shall be synchronized to within 10 microseconds using drift a

rate correction and I second update rate. Clocks within different
terminals on the network shall be synchronized to within 3 microseconds
using drift rate correction, differential delay correction and I second
update rate. Provisions shall be included to allow the embedded clock of
any terminal to be defined as the master clock. It shall also be
possible to synchronize the master clock to some high accuracy time
reference located external to the terminal.

3.2.1.4.2.8 Acknowledgment 
".4

Automatic acknowledgment of messages is not a function of the
HSD,. Whenever acknowledgment is required to meet system performance
needs, the function shall be provided by the user.

3.2.1.4.2.9 Retry

Automatic retry of token pass messages shall be in accordance
with the applicable paragraphs of this specification. Automatic retry
of data and malimtenance messages is not a function of the HSDB.
Whfenever required to meet system performance needs, the function shall

be provided by the user.
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3.2.1.4.2.10 Redundant Bus Operation

A dual path redundant network design shall be the preferred
implementation approach. A single path network shall be non-preferred
but shall be accommodated within the deeign of dual bus terminals. A
single bus tflrminal shall be a non-preferred case but shall be
accommodated within a dual path redundant network.

Redundant terminals shall transmit and receive on both the '8
"A" bus and the "B" bus at all times thus effectively providing
parallel equivalent transmissiun paths throughout the network. The
message first arriving at the terminal shall be recovered unless it
contains one or more transmis&ion errors. In that case, the later
arriuing message shall be recovered.

3.2.1.4.2.11 Message Filter

Terminals shall accept content addressed messages. A content
descriptor message filter shall be used for this yýrpose. The content
descriptor filter shall consist of a series of (2 -1) bits which are _
either set or clear, -depending on whether (1) or not (0) the terminal
is to receive the data containedyithin the message. The filter is
organized as an srray of up to 2 words of 1.6 bits each. Content r
address 0 corresponds to word #0, bit #0. Content address 1
corresponds to word #0, bit #1. In general, content descriptor N shall -
correspond to the word described by the integer portion of (N/16) and
the bit described by (N MOD 16).

3.2.1.4.2.12 Topology Memory

Each terminal shall include provisions for a topology memo;y
functinn for use in error detection and recovery. The topology memory P.
shall accommodate 128 terminal records. All but the "this termixnal" r,

record shall contain f ields as described below.

a. Terminal Address (TA): Range - 0 through 127
b. Current Predecessor Range - 0 through 255

Address (CP): Initial Value - 255 (error)

c. Current Successor Range - 0 thxc ugh 255
Address (CS): Initial. Value - 255 (error)

d. Status: Range - on-line (11), off. line (01), absent (00)
Initial Value - ABSENT

e, Operational Ports: XXXl - Receive on "A."
XXlX - Receive on "B"
XlXX - Transmit on "A"
lXXX - Transmit on "B"
Initial Value - 0000

f. Ringmaster: Range - NOT RINGMASTER (0),
RINGMASTER (1). Initial Value - 0

g. Timekeeper: Range - NOT TIMEKEEPER (0),
TIMEKEEPER (1). Init.al Value - 0

Except as noted below, the topology memory shall be set to
its initial state each time power ic applied. The status field shal l

be settable either by the uaer or from the network via a SET -TOPOLOGY
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message. The predecessor address and successor address fields shall be
settable from the network via a SET PREDECESSOR and SET SUCCESSOR %
message, respectively, or by a SET_TOPOLOGY message. S

The "this terminal" entry in the topology memory shall be
identical to those listed above and shall be controlled in the same
manner except:

a. The terminal address shall be hardwire strapped in the V
terminal.

b. Status shall be setteble from either the user function
or from the terminal itself. The initialization value
shall be "OFF-LINE." The value "ABSENT" is undefined. 'A>

c. Enable bus shall be set based on the type of terminal
(single bus/dual bus) and the results of BIT. '-

3.2.1.4.2.1.3 Network Activity Monitor

Each terminal shall include a network activity monitor which
shall trigger whenever a signal Is being received from the network.
The monitor shall derive its determination of network activity from
measurement of RMS power at the receive stub port of the terminal as
defined below.

a, Sensitivity - wire bus terminal 5uw
b. Sensitivity - FO terminal O. 5uw-
c. Dynamic range - wire bus terminal 30db
d. Dynamic range - FO terminal 24db
e. Response Time 60ns

f. Recovery time (from maximum signal) 140ns

Dual redundant terminals shall include an independent monitor function
for each RX port.

3.2,1.4.3 Timers

Each terminal shal l include 10 timer functions used to

relationship to other terminal functions is illustrated by figure 9.
The clock of each timer except the Retry Limit Timer shall be derived
from the terminal bit clock (nominal 50 M1Hz). Each timer shall be
provided with a default initialization value as defined below. The
default value may be overridden by a value received from that
terminal's user or by a value received from remote user via of a SET
PARAMETER message. ,-

3.2.1.4.3.1 Token Hold Timer

A token hold tImer (THT) is provided to limit the period of
time over which a terminal may schedule traffic. The THT shall be ,
reset to its initialization value whenever the terminal receives a
token. It shall count toward zero at a rate of 0.32uS (bit clock*16)
so long as the terminal holds the token. The default initialization
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value shall be 265 word times (84.8us). Programmable initialization %
values from 5 word times (l.6us) through 4119 word times (1318us) shall
be accepted.

3.2.1.4.3.2 Token Rotation Timers

Three 14-bit token rotation timers (TRT) are provided to
control the terminal's access to the network at each priority level.
Each TRT shall be set to its initialization value each time the token
is received. It shall begin to count toward zero immediately
thereafter.

a. TRT-Pl shall be used to govern transmission of P1
priority messages (high priority). The clock rate for
TRT-Pl shall be 5.12us (bit c]ock*256). The default
initialization value shall be 1.31072ms (rate clock
*256). The initialization value shall be programmable
over the range 81.92us (rate clock * 16) through
83.881ms (rate clock * 24

b. TRT-P2 shall be used to govern transmission of P2 r'

priority messages. The clock rate for TRT-P2 shall be
twice that of TRT-Pl. 'he default initialization value
shall be 655.36us (rate clock * 256), The initialization
value shall be programmable over the range 4 ?. 9 6 us (rate
clock * 16) through 41.940ms (rate clock * 2 1,). ,

C. T aT-"L mha]l be used to govern tranamis;ion of ,,
priority messages (lowest priority). The clock rate for
TRT-P3 shall be twice that of TR1-P2. The default
initialization value shall be 32 7.68us (rate clock * 1

256). The initialization value shall be programmable
over the range 20.4Bus (rate clock * 16) through
20.970ms (rate clock * 2l-1).

3.2.1.4.3.3 Ring Maintenance Timer

Each terminal shall include a 14-bit ring maintenance timer
(RMT) function which is used to defer realtime topology adaptation
while the bus iu heavily luaded. Tihe RMT shall be set to its
initialization value each time the token is received. It shall count
toward zero until the next reset occurs. The clock rate shall be twice
that of TRT-P3. The default initialization value shall be 163.8 4 us
(rate clock * 256). The initialization value shall be programmable
ov4 the range 10.24us (rate clock * 16) through i0.486ms (rate clock *
12 -1).

3.2.1.4.3.4 Solicit Entry Timer

Each terminal shall include a 16-bit solicit entry timer
(SET) function which is used to indicate to the terminal that a new
successor shall be sought. SET shall be set to its Initialization A
value each time a successor is solicited, whether said solicitation is p "
successful or not. The timer shall be decremented at a rate of 20.48us
(bit clock * 1024) until the next reset occurs or until reaching zero
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count. The default initialization count shall be 10.5ms (rate clock *
512). The initialization value shall be programmable over the range
20.48ms (rate clock * 20) through 1.34 sec (rate clock * 21 - 1).

3.2.1,4.3.5 Network Inactivity Timer

Each terminal shall include an 8-bit network inactivity timer
(NIT) which is used to indicate that the network has been idle for an %
unexpected period. The NIT shall be set to its initialization valueA
each time the network activity monitor indicates that the network is
idle. It shall count toward zero at a rate of 80nn (bit clock * 4)
until the counter reaches zero (network inactivity error) or until the
monitor recognizes activity on the network. The default initialization
count shall be 5.12us (rate clock * 64). The initialization value
shall be programmable over the range 320ns (rate clock * 4) through
20.40us (rate clock * 255). Dual redundant terminals shall implement a
single NIT function for both Rx ports. Activity on a single port shall
be sufficient to reset the NIT.

3.2.1.4.3.6 Response Window Timer

Each terminal shall include a 7-bit response window timer "
(RWT) which is used to determine when a token has been lost or when a
SOLICIT ENTRY message has had no response. The RWT shall, be set to its
initialization value each time the terminal terminates (ED) a packet.
It shall count toward zero at a rate of 80ns (bit clock/4) until the
counter reaches zero (no-response error) or until the terminal
recognizes a message with SA - the destination address of its previous
message (successful response). The default initialization count shall
be 2.56us (rate clock * 32). The initialization value shall be
programmable over the range 320ns (rate clock * 4) through 10.16us N .

(rate clock * 127). Dual redundant terminals shall implement a single
RWT function. A valid response received from either RX port shall
terminate the countdown. The terminal design shall ensure that RWT is
always set shorter than NIT.

3.2.1.4.3.7 Retry Limit Timer

Each terminal shall include a 3-bit retry limit timer (RLT)
which is used to determine the number ot retries on a token pass before
instituting the token recovery process. The RLT shall be set to its
initialization value each time the token is received. It shall count
toward zero at a rate of 1 count per token pass attempt until the
counter reaches zero (token pass failure) or until the transaction is
successful. The default initialization value shall be 1. The (Vt
initialization value shall, be programmable over the range I through 7.

3.2.1.4.3.8 Realtime Clock Synchronization Timer N.I.-

Each terminal shall include a 10-bit realtime clock
synchronization timer (T(ST) which is use,' maintain continuity of the
realtime clock update function. The RST shall be set to its
initialization value each time a RTC maintenance message is received.r.
It shall count toward zero at a rate of lOms until the counter reaches
zero or until reset. The initialization value shall be programmable
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over the range lOOms through 10 sec. Two default initialization values
shall be provided, TIMEKEEPER (TK) - 1.0 sac, and not TIMEKEEPER (TKF)
- 2.0 sec.

3.2.1.4.4 State Machine Descriptions

The MAC layer shall perform as a loosely coupled set of four
state machines. The physical and electrical implementation of a
terminal shall be at the discretion of the terminal designer so long as
the functional requirements described herein are met, so as to ensure
the compatibility of different terminal designs.

3.2.1.4.4.1 Access and Protocol Machine (APM) Description

Normal operation of the APM function shall conform to the
architecture described in figure 10. Operation of the terminal under
error conditions shall be as described in 3.2.1.5.

3.2.1.4.4.1.1 Off-Line State ,.,-

The terminal shall enter off-line (state 1) immediately
following power up or following detection of certain fault conditions. %Aý
This state shall be limited to self test functions which do not ,
trarnsmit on the network. After completing self test, the terminal
shall remain in state 1 until all initialization parameters have been
rtce.ved from the user and it has been instructed to go on-line. That
sequtnce shall cause the terminal to transition to the IDLE state.

3.2.1.4.4.1.2 IDLE State

While in IDLE (state 2), the terminal shall monitor the

network for activity. Dependent upon network traffic intercepted, the
appropriate next state shall be entered as follows:.

a. If the NIT expires with no activity monitored on the
network, the CLAIM TOKEN state shall be entered.

b. If the terminal is on-line and a token message addressed to
that station is received, the transition shall be to USE
TOE stare r-4 V164At

c. If a SOLICITENTRY message of the terminal's address
is received and the terminal desires entry to the
network, the ENTER-NET state shall be entered.

d. If a built-in-test fault is noted, the OFF-LINE state
shall be entered. 4

3.2.1.4.4.1.3 USE TOKEN State

USE TOKEN (state 3) is the state from which the terminal
shall transmit data messges on the network. It shall enter state 3
from state 2 or state 5 whenever it receives a valid token from the
network. It shall enter from state 6 when it has claimed the token
from an initialization process.
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Exhaustive class of service shall be the preferred and 7'

default mode of operation for HSDB terminals, The process is illustrated
in figure 11.

a. The transmit queue shall be tested. If empty, the %
scheduled traffic shall be sent and the terminal
shall transition to PASS TOKEN state. Note that
the PASS TOKEN state is outside the jurisdiction of Kr>
the THT.

b. Assuming that the queue is not empty, examine the W-.-
top (oldest) message in the queue. If it will fit
within the remaining schedule, move it from the
queue to the schedule. W''- -

c. Calculate the THT remainder. I.

d. Increment the queue to the next oldest message.

e. Repeat steps a through d until the entire queue has
been examined or until the THT has been exhausted. '

When using multiple level priority class of service, the USE TOKEN K -
process shall progress in accordance with figure 11.

a. The three TRTs shall be tested and the appropriate flag
(Fl, F2, F3) either set (TRT active) or cleared
(TRT timed out).

b. The TRTs shall be reset to their initialization value
and shall begin decrementing. I

C. The first message in the P0 queue shall be placed in
the schedule and the length of the message shall be
deleted from the THT register. V .

d. The next message in the P0 queue shall be checked
against the THT remainder. It shall be scheduled as
described in step c above if its length is less than the .. d..

value of THT remainder. "

e. The process shall continue as described above for the
remainder of the PO message queue.

f. Fl shall be checked. If set, messages at the P1
level shall be scheduled as described for P0 in steps c
through e above.

g. Similarly, lower priority messages (P2 and P3) shall be
scheduled so long as the flags and THT allow.

h. Scheduled traffic shall be sent in the order scheduled . A
(highest priority first)..J

i. The terminal shall transition to the PASS TOKEN state.

D- 50

V ~ %, ,. '..

*--, .7



SPA 90099001A
16 January 1987

EX.AMINE TOP
MESSAGE IN
QUIEUE

FIT
TES NO

WITHIN TUT,

MOVE MOMl
QUEUE TO e
SCHULEDIU

CALCUL~ATE

QUEUE **

L7

SET PRIORITY GO CHC
FLAGS & RESET PROMP
TRT's SHDLN

FrPROCESS
EXAMINE TOP

PIMSSG GO CHECK 0 G

TO SCHDULE ~PERFORM P A
QUEUETNT R14AIDERSCHEDULING~

PROCESS

WITRETAAND

PIOQC HLit3 PROCCSSS

i&0-sme a TUKEFif STATE *

FIGURE 11 -

USE-TOKEN CONTROL FLOW DIAIRAli
D- 51



SPA 90099001A _
16 January 1987 __

3.2.1.4.4.1.4 PASS-TOKEN State

PASS-TOKEN (state 4) is the state from which control of the
network is relinquished to a successor terminal. It shall only be
entered from the USETOKEN state and shall always transition to the
±DLE state.

The PASS TOKEN process shall progress in accordance with
figure 12. ,_"

a. The ring maintenance timer (RMT) shall be tested. If it -

has timed out, the token shall be passed without
soliciting for a new successor. it

b. The Solicit Entry Timer (SET) shall be checked. If . _
inactive, the process to look for a new successor shall be
initiated. If the SET is still active, the token shall be
passed without soliciting for new terminals.

c. The network topology mnp shall be checked to confirm
that one or more potential successors exist. If the
current successor (CS) equals the terminal address +1, then
no potential successors exist and the token shall be passed
without soliciting for new terminals.

d. Assuming the three tests (above) have passed, the
terminal shall perform the SOLICIT ENTRY process as -. V
described in 3.2.1.4.4,1.7.

e. The terminal shall pass the token to its successor.

3.2.1.4.4.1.5 ENTERNET State

The ENTER NET (state 5) state shall be initiated upon command '.
of the terminal us-.lr and upon receipt of a SOLICITENTRY message from
the network. As illustrated by figure 13, the terminal shall respond
to the SOLICIT ENTRY message by sending a REQUESTENTRY +
TERMINAL STATUS_SUMMARY maintenance mersage. Assuming that the
soliciting terminal recognizes the REQUESTENTRY message, it shall
s'pliue t e fieW Lenwinal iino thLe logical ring using Z u.u•unub and
SET PREDECESSOR messages and then pass the token to the NEW terminal
which will transition to the USE TOKEN state. The normal sequence of
transactions is described in Table XV.

If the next token pass message on the network is not
addressed to the terminal requesting entry then that terminal shall
assume that its claim was not recognized and will transition to the
IDLE state.

3.2.1.4,4.1.6 CLAIM TOKEN State

The CLAIM TOKEN state (state 6) shall be entered from the
idle state when the Network Inactivity Timer (NIT) expires. The
termina! shall attempt to initialize (or reinitialize) the ring using
the procedure described in figure 14.
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Each .erminal, upon recognizing the need to reinitialize the '
network, shall send t sequence of concatenated CL't IM TOKEN messages.
The number of messages hall be proportional to the terminal's TA
according to the algorithm: "Quantity - TAn4K (I to 128)". Each message
shall consist of the sequence SD + FC + DA +5A- + SA -+ FC + FC + FCS +
ED.

When the CLAIMTOKEN sequence is complete, tht terminal chall
wait 250 ns to alloii for-differential propagation time and shall then
monitor the network for activity. If the bus is active, the. terminal
shall assume it has lost the CIAIMTOKEN process and shall transition
to IDLE state in order to allow another terminal to initiate
COLD START. If the network is quiet, it s'hall assumf, that it has won
the claim process and shall initiate COLD START.

A terminal listed in the topology memory as not- operationaal
on the "A" bus shall not initiate CLAIM TOKEN state,

3.2.1.4.4.1.7 SOLICITENTRY Process ,:'

'The SOLICIT ENTRY process shall be initiated from the PASS
TOKEN state as described above. Fi.1gure. 15 describes the poes
Table XV describes the transaction sequence betwev7ni soliciting tarminal
and the terminal desiring entry to the network, %

a. The soliciting terminal sball se.nd a SOLICIT ENTRY ,t4
message addressed to Potential Succ:essor (PS).

b. The soliciting terminal shall wait RTWT aor a rf.spons.'
from the network. If no response is reco.;nized or ii 44
the response is not a REQUEST ENTRY nessagc then the .
terminal assumes that the request has bad no response
and prepares for the next SOLICIT ENTRY process (step
e).

c. If the request received a valid response, the terminal
shall break the logical ring and splice rS into it by
sending a SETSUCCESSOR messagf2 to PS and a
SET PREDECESSOR messpape ta CS.

&'A '.-
d. The soliciting terminal shall update its own topology -

memory to include the new token rotation seouenrve and. ,
the status information from the new terminal and shall,
broadcast the new topology to the network via a -
SET-TOPOLOGY message.

e. The soliciting terminal shall, prepare Itself for the .-
next SOLICIT ENTRY process by ircrementing PS (PS - PS -.
1) and checking to determine if P3 - CS. If PS - CS
then reset PS to PS - TA -i I to restart the cycle.
If PS 9 CS then retain PS.

f. The soliciting terminal shall reset its SET and--
transition to PASS TOKEN state.
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3.2.1.4.4.1.8 LEAVENET Process

The LEAVE NET process shall be initiated upon command of the
terminal user or upon command from the network via a maintenance
message. The terminal shall signal its intention to leave the network
by issuing the following s-oqu.ence of messages:

a. It shall broadcast a SET TOPOLOcY message to the network ,
splicing itself from tha logical ring.

b. It shall pass the token to CS via a PASSTOKEN_LEkVENET
message.

c. It shall transition to the OFFLINE state after
monitoring to assure that CS has picked up the token.

The seqcucnce of transmissions shall be accommodated using a
concatenated message structure, using a single token hold cycle- It is
a terminal design objective to provide sufficient locally stored power
to complita the LEAVE-NET pcocess following a power fault.

3.2.1.4.4.1.9 COII.START Process

T he COLD START process shall be initiated from the CLAIM
TOKEN state whenever the token has been claimted and the topology memory
is in its inlitil stove. The teymina1 wiranni the token shal i assume r,'
that it holds the highest add'cess of any active terminal on the network
and declares itself to be the ring master terminal. The ring master
r.hall then proceed to establish the logical rinvg as illustrated by
Figur, 16.

a. The ring master shall define current successor (CS) as its
own address (TA). It shall set its current predecessor (CP)
and its potential predecessor (PP) counter to TA-1.

1. The ring master shall send a SOLICIT ENTRY message to PP and
wait for a period defined by the RWT for a response.

c. If a response is received in the form of a REQUEST ENTRY
message, the ring master shall respond with a SET-SUCCESSOR
message addressed to PP listing CS as successor,

d. The ring master shall send a SETPREDECESSOR mcssage to CS
listing PP as predecessor.

e. 'The ring master shall replace CS with PP and shall. decrement:
PP (P - PP-1).

f. Repeat b through e until PP<O.

g. The ring master shall send a SET PREDECESSOR message to CS
l.--ting TA as predecessor.
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h. The ringmaster shall broadcast a SET TOPOLOGY message
including the physical address and status of each terminal
residing on the network.

i. The ring master shall transition to the USETOKEN state.

3.2.1.4.4.1.10 RESTART Process 1$

The RESTART process shall be initiated from the CLAIM TOKEN
state whenever the token has been claimed and the topology memory in
the ring master terminal is intact. (Token lost and not recovered
condition.) The following process shall be initiated:

a. The ring master shall poll each terminal listed as ON-LINE or
OFF LINE in its topology memory using a SOLICIT REENTRY token
message. -S

b. The ring master shall update its topology memory using the
results of the poll. Any terminal responding with a REQUEST '"V
REENTRY token message, shall be assumed to be present and , -
ac tive. Terminals not responding with a valid response
message shall be assumed OFFLINE. h-"'

c. The ring'master, at the conclusion of the poll, shall
validate, and revise if necessary, the logical ring by
splicing out any OFFLINE terminals within its topology
memory.

d. The ring master shall broadcast a SET TOPOLOGY message
(if required) to update the topology memory of all other . 9.

terminals.

e. The ring master shall transition to the USE TOKEN state to
re-initiate normal network operation.

3.2.1.4.4.1.11 Realtime Clock Management Process

coordinating the selection of one terminal to act as network timekeeper
and for synchronization and drift rate correction of all other realtime
clocks to the timekeeper. Any terminal within the network may be
designated by its user process as the timekeeper. In the absence of a
designated timekeeper, one of the terminals shall assume the timekeeper
function. The process is illustrated by figure 17. r," t.

a. Assuming that the terminal has been initialized as a
not-timekeeper, the RST shall be initialized to TKF.

b. RST shall be tested to see if it: has expired. If not,
the process shall enter a wait loop until either RST '.4
expires (error case) or a SET RTC message is received
from the network (normal case). .,-_

c. Whenever a SETRTC message is received from the network,
the RTC shall be set to not-timekeeper mode of
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operation, the RTC shall be updated from the SETRTC
data field, and the RTC drift rate correction factor
(KRT) shall be updated. RST shall be reset to TKF. The
process shall test RST as described in section b, above.

d. Whenever the RST expires, the RTC shall assume that no
other terminal is functioning as timekeeper and shall ' S

tentatively assume that function. The RTC shall be
tested to synchronize with the FFFF to 0000 rollover
(65ms) and then a SETRTC message shall be scheduled.
If a SET_RTC message is received from the network prior
to the message being sent, the process shall revert to _
riot- timekeeper mode of operation as described above.

e. If the SET RTC message is sent, the RTC shall set itself
to timekeeper mode of operation and shall proceed to
generate SET RTC messages at a rate defined by the
initalization value TK.

The drift rate correction algorithm shall be implemented as an %
autonomous function of each terminal using the algorithm:

KRTnew - KRTold + 1/2 (KRTold - KRTnew) .

Differential delay correction shall be accomplished by the user process
when required to meet system RTC accuracy and synchronization
requirements.

3.2.1.4.4.1.12 Redundant Bus Protocol

Terminals configured for operation using dual redundant
buses, shall meet the following requirements in addition to those of
preceding paragraphs. The general approach to redundant operation * -4.
shall be for terminals-to transmit and receive on both the "A" bus and
the "B" bus at all times. The first message to arrive at the terminal
("early" bus) shall be used unless a data error occurs. In that case,
the redundant message recovered from the "late" bus shall be used.

a. Transmit Operation. Normally a terminal shall transmit -'-
both messages and tokens on both the "A" bus and the "B" _-
bus. The terminal shall modify that general rule "
whenever a transmitter failure has occurred on one of -1'
the output ports on an earlier transmission which has
not been cleared by BIT. In this case, the terminal
shall transmit on the rton-error port alone.

b. Receive Operation. The terminal shall monitor both RX 7
ports from the IDLE state. Messages shall be recovered,
buffered, and validated from both the "A" bus and the
"B" bus. The terminal shall accept the message from the
"early" bus unless a data error is detected. In that

case, the message from the "late" bus shall be accepted
if valid, The decision shall be independently made
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after receipt of each message sub-block ending in an
FCS. Receiver errors shall be separately logged for
each port.

3.2.1.4.4.2 User Interface Machine (UIM) Description

The UTH shall act as the intermediary between the user U
process and the other elements of the MAC layer. Its internal
operation is not described in detail in this specification since it
depends in large part on the characteristics of the specific user
process being interfaced and because the MAC must function in
accordance with the requirements of this specification no matter what %

method of implementing the UIM is elected. The UIM shall provide
three different modes of operation, initialization, steady state
operation, and maintenance.

During initialization, while the terminal is still in the
OFF LINE state, terminal operating parameters may be loaded into the
UIM via the TMU function. Parameters shall include:

a. Network topology memory
b. RWT initial value
c . ThT initial value
d. TRT-Pl initial value
e-. TRT-P2 initial value
f. TRT-P3 initial value
f. TMT initial value
h. SET initial valuei. ST initial value -
i. RLT initial value
k. RST initial value

As an option, the system/terminal designer may elect to use preset
operating parameters. In this case, the logical ring may be
established without initiation by the user. Once the terminal has
entered the logical ring, the values of the operating parameters may be
changed via a terminal maintenance message received from the network or .-- _-
by the user.

During steady state operation, the function of the UIM is to
facilitate the transfer of data into and out of the terminal. This
shall be accomplished in accordance with the requirements of paragraph
3.1.5.1.

Maintenance operations shall be initiated at the discretion
of the user. Terminal operating parameters may be verified and/or
modified. The terminal may be polled for statistics related to
operation of the terminal or the network, As a minimum, the
characteristics described in Table XI shall be computed within the UIM
of each terminal.

It shall be possible to request the identical maintenance
characteristics from any remote terminal in the network by transmission
of a properly formatted terminal maintenance message. Similarly, it
shall be possible to command any remote terminal in the network to
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retransmit maintenance loopback messages back to the requesting
terminal.

3.2.1.4.4.3 Receive Machine Description

The receive (RX) machine shall accept RXM from the PHY layer
and shall generate data structures and signals for the MAC layer APM
and UIM. Figure 18 describes the process which shall be implemented by
the Rx machine. Note that for dual redundant terminals the process is
duplicated for both the "A" bus and the "B" bus. The message from the
"early" bus shall be accepted unless FCS validation fails. N7v

The following approach is suggested in order to minimize
terminal response time. Alternative approaches are allowed so long as
all performance requirements are met.

The RXM is decomposed into its component fields as it is
received. Appropriate responses are buffered in both ports of the Rx .z
machine prior to the complete message being clocked into the machine.
Action is deferred until the final bit has been received and the FCS
has been validated. At this point, the decision as to whether to use p
the "A" buffers of the "B" buffers is made on the basis of FCS
validation. The "early" message has precedence. The FCS is reset
immediately following receipt of the last bit of each data blocV- so
that successive 256 word data blocks may be tested independent of each
other.

3.2.1.4.4.4 Transmit Machine Description

The transmit (Tx) machine shall accept TXC and TXD from the
ACM and UIM respectively and shall generate TXM for presentation to the
PHY layer. TXU shall be sent first followed by TXD. FCS sha] 3. be
appended to the end of TXD to form the composite TXM. For data
messages greater than 256 words, the message shall be decomposed into a
number of 256 word or remainder fields and shall be transmitted with a
FCS field appended to each.

Figure 19 describes a suggested approach to de!ign of Lhe T1
machine. The approach is suggested as appropriate in order to minimize
terminal response time. Alternative approaches are allowed so long as
all performance requirements are met.

Transmission is initiated via TXC whenever the terminal
receives a message requiring a transmission response. The APM assumes
that FCS will be validated and begins to transmit PRE + SD. If FCS
does not validate, the ABORT sequence is transmitted. If the FCS does
validate, the Tx machine continues the transmission by sending the
scheduled FC + DA + SA + WC + data + FCS sequence. FCS is generated
for each 256 words and appended to the data field in realtime.

3.2.1.5 Error Recognition and Recovery

The HSDB shall include design features which limit the impact
of failure mechanisms. No single failure shall be capable of disabling
the entire network. Each terminal shall have the capability to
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recognize all errors defined by Table XVII and to iecover from the
error state in the manner described. The general error handling .?'
approach shall be to treat raceived messages which do not meet all
quality tests as noise; the sending terminal shall be responsible for
recovery from a lost token or multiple token condition; and each
terminal shall contain embedded features which prevent long term 9.

corruption of the bus.

TABLE XVII ,--
ERROR RECOGNITION AND RECOVERY

Error Condition Recognition Strattegy Recovery Strategy

Massage date field
corrupted on bus Receiver Data error' Message discarded

Message DA field
corrupted on bus Receiver Data error Message discarded

Message FC field
corrupted on bus Receiver Data error Message discarded N- •

Message token field Recover token
corrupted on bus Token lost error Process

Message preamble-
corrupted on bus Receiver sync error Message lost

Message SD field
corrupted on bus Receiver framing error Message lost

Message ED field Receiver WC and
corrupted on bus framing error Message accepted

Metssage SA field
corrupted on bus Receiver Data error Message discarded

Terminal failure - Recover token
not holding token Token lost error Process'8 -

Terminal failure - WARMRESTART-2
holding token Bus activity error Process

Terminal transmitter WARM RESTART
stuck 'or.' Token hold error Process

Terminal receiver Terminal goes --

defective Nei: initialize error off-line
Terminal transmitter Terminal goes ZW•r

defective Transmitter error off-line
1elLW1i1UL Clock- 114,11 ±ezwinai goes 4

or low freq Receiver sync error off-line -

Terminal receiver Receive only P
low sensitivity Receiver error operation

Terminal transmitter Receiver only
low output Transmitter error operation

Terminal address
duplicate Token error (multiple) Message discarded

Terminal address
intermittent Multiple/lost token error Retry

All/most terminals COLDRESTART - t- -.

off-line concurrently Bus activity error process .9-
Bus broken - redundant SWITCH BUS

bus topology Bus activity error process
Bus broken - single WARM/COLD_RESTART

bus topology Bus activity error process,".
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3.2.1.5.1 Recognition Strategies ''4

The general. strategy for error recognition shall be for each
terminal t use all information available from past network activity to L'%_

infer the health state of itself and of the netwcrk in total. Error
counters included in each terminal shall accumulate detected errors
for maintenance status reporting.

3.2.1.5.1.1 Receiver Data Error

The receiver data test function shall signal if FCS or
Manchester bit errors occurred between the SD and the ED fields of the
received message. In all cases, the message shall be discarded by the %
receiving terminal. The data error counter shall be incremented for 4 _
each detected FCS error or Manchester error. N

3.2.1.5.1.2 Token Lost Error

In the case where a discarded message contained the token,
the sending terminal shall recognize that the token was lost and shall "
initiate the recovery procedure. The token lost error counter shall
be incremented for each detected token lost error.

3.2.1.5.1.3 Receiver Synchronization Error -

The receiver clock synchronization test function shall signal -

if the terminal clock failed to synchronize to the received message or
lost synchronization during receipt of the message. In all ca..s, the
message shall be discarded by the receiving terminal. The receive sync
error counter shall be incremented for each detected sync error.

3.2.1.5.1.4 Receiver Framing Error c.

'The receiver'framing error test function shall signal if the .

terminal received a message which was not properly framed by SD and ED S
fields. If all other quality tests pass, the message shall be accepted
as valid by the terminal. In all cases, the framing error counter shall
be-incremented for each detected framing error.

3.2.1.5.1.5 Word Count Error

The receiver word count error test function shall signal if
the terminal received a message in which the value in the word count
field did not match the number of words in the data field. The word
count error counter shall be incremented for each detected word count
error.

3.2.l.5.1.t, Deleted

r
3.2.1.5.1.7 Bus Activity Error

Whenever the NIT expires, the receiver shall signaL a bus
activity error and shall increment the bus activity error couInter.

% •7 •,..,4 _
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3.2.1.5.1.8 Token Hold Error V

A token hold error shall be signaled if the terminal receiver 'V
function detects that the transmitter has been active for a period
greater than the THT allows or if the watchdog timer expires. In the
former case, the terminal shall terminate the transmission with an
abort sequence as described in 3.2.1.1. In either case, the terminal SN
shall initiate an error shutdown sequence and shall go off-line. The •
token hold error counter shall be incremented at each occurrence of a
token hold error.

3.2.1.5.1.9 Network Initialize Error

The network initialize error state shall be recognized
whenever the terminal attempts to establish the logical ring via the ci-.
initialization process but fails to find a successor terminal. The
terminal shall assume that either its receiver is inactive or else it
is alone on the nftwork and shall go off-line. The network initialize A,-;

error counter shall be incremented at each occurrence of initialize 4%
error. 10

3.2.1.5.1.10 Transmitter Error

A transmitter error shall. be signaled whenever the terminal
receiver does not recover a loopback signal of expected amplitude and
with correctly encoded data from its companion transmitter and is not
in a receiver error state. The terminal shall set that transmitter A'
port to "inactive" status and shall record that fact in its topology
memory. Should that port be the only active transmit port of the
terminal, it shall abort the transmission with a valid abort sequence
and shall go off-line. Should an active transmit port remain, the
terminal shall enter a TOPOLOGY MESSAGE into its transmit queue tor
affect a broadcast of its change in status and shall continue its
present TOKENHOLD cycle as if the error had not occurred. The
transmitter error counter shall be incremented at each occurrence of #'

transmitter error.

3,2.1.5.1.11 Receiver Error

A .... iv ... .... -ha- ' be s- igrilUd the....... tei.-tinal.•, ,-,-
receiver fails to recov,,ez three successive packets from the network
which are error free (Manchester error, FCS error, or frwainig error).
Should a receive error state exist, the terminal shall set that receive
port to inactive status and shall record that fact- in its topology
memory. It shall also enter a TOPOLOGY MESSAGE Ii.to its transmit queue RIP
to affect a broadcast of its change in status. Should that port be the
only active receive port of the terminal, it shall go off-line. The
receive error counter shall be incremented at each occurrence of
receiver error.

3.2.1.5.1.12 Token Error

If a terminal receives a token from the network with the SA
different from that listed as its predecessor in the 2npology memory,
the terminal shall assume that a multiple tokent e)ists and shall not
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respond. The token error counter shall be incremented at each
occurrence of a multiple token error. The terminal shall retain its
position in the logical ring.

-N.
If a terminal recognizes a coken on the network with SA -

its PA and DA 9 TA, it shall assume that its topology memory is
defective and shall not transition to USE TOKEN state. It shall enter %
a REPORTTOPOLOGY MEMORY message addressed to the ring master terminal. %
The token error counter shall be incremented at each occurrence.

3.2.1.5.2 Recovery Strategy

HSDB terminals shall support a hierarchy of recovery
processes.

1st - Alternate bus
2nd - Retry
3rd - Recover token
4th - Restart

The design objective is to cause a minimum disruption to the
network under failure/error conditions. Messpges which are corrupted
on the network and received as defective shall be abandoned (lost).
The terminal protocol shall contain features which recover from lost
token messages. The user shal 1 be responsible for determining which
messages are critical to system operation and for instituting recovery
of lost data messages and maintenance messages except in instances
specifically defined elsewhere in this specification.

3.2.1.5.2.1 Alternate Bus Procedure P

The alternate bus shall be used as the first attempt at
recovery of a lost message. Each terminal shall monitor both RX ports.
Messages shall be recovered and buffered from both the "A" bus port and
the "B" bus port. Each terminal shall accept the message from the
earliest arriving message ("early" message) unless a data error is
detected. In the event of a data error on the "early" bus port, the
message from the other ('late"') pos t shall be accepted unless it too
contained a data error.

3.2.1.5.2.2 Retry Prc.cedure

Retry shall be automatically initiated for lost tolken
messages only. Each terminal shall contain design features which
implement the following retry strategy:

a. T.e token sending terminal shall monitor the network for a
period of time immediately following its transmission of a
token message. "

b. If after RWT, the sending terminal does not recognize the
pattern "PRE 4 SD + FU" on the network, it' shall assume that 4
the token has been lost during transmission and shall retry
the token pass, W -
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c. The sending terminal shall retry a maximum of RLT times to "•A
pass the token. If not successful, the terminal shall
assume that the intended successor terminal has failed and
shall institute token recovery procedures. *

3.2.1.5.2.3 Recover Token Procedure

The recover token procedure shall be automatically initiated
whenever (A) the intended successor terminal has failed prior to
accepting the token, or (B) the token holding terminal has failed
while in possession of the token. Each terminal shall contain design
features which implement the following token recovery strategy.

Case A: Case A shall be initiated by the token holding
terminal upon unsuccessful completion of the retry strategy. r
Four activities shall be accomplished in the sequence defined
below.

a. The terminal shall modify its topology memory to r.
splice around its present (failed) successor.

b. The terminal shall broadcast the changed topology
memory to the network via a SETTOPOLOGY MEMORY
message. - !>

c. The terminal shall pass the token to its new
successor.

d. The terminal shall attempt to recover the token a J
maximum of RLT times. If not successful, the
terminal shall assume that its own receivei has
failed and shall transition to the off-line state.

Case B: Case B shall be initiated by the predecessor
terminal of the terminal which held (lost) the token. Each
terminal shall monitor the entire token hold cycle of its
successor to ensure that the token is passed (to successor's
successor). Five activities shall be accomplished in the
sequence defined below.

a. If the last message transmitted as part of
successors packet was not recognized as a token
message, the terminal shall continue to monitor
the network for RWT.

b. If after RWT the terminal does not recognize the I
pattern "PRE - SD .4 FC" on the network, it shall
assume that the token holder has failed.

c. The terminal shall modify Its topology memory to
splice around its present (failed) successor.

d. The terminal shall broadcast the changed topology '

memory to the network via a SETTOPOLOGYMEMORY
message.
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e, The terminal shall pass the token to its new
successor,

If the terminal recognizes valid network activity during RWT, it shall 1-

assume that its own receiveý: lost the tokeln message and shall remain
quiescent. ½,.

3.2.1.5.2.4 Restart

Restart shall be automatic whenever the token has been lost F
and is not recoverable by the alternate bus, retry, or recover token
procedures. Each terminal shall contain design features in accordance
with the restart requirements of 3,2.1.4.4.1.10.

3.2.2 Physical Characteristics

Physical characteristics shall be defined by specifications
associated with specific systems applications and specific hardware
components.

3.2.3. Reliabiliity (No requirement)

3,2.4 Maintainability (No requirement)

3.2.5 Availability (No requirement)

3.2.6 System Effectiveness Models (No requirement) /

3.2.7 Environmental Conditions

The RSDB and components thereof shall be designed to
withstand the extremes of a MIL-E.5400, Class II temperature
environment without sustaining damage or degraded operation. ri

3.2.8 Nuclear Control Rey.airements (No requirement)

3.2.9 Transportability (No requirement)

3.3 Design and ConstructionT.

MIL-E-5400T shall be used as a guideline for the design of
ESDB hardware components.

3.3.1 Materils, Processes, and Parts

HSDB hardware components shall be designed using materials,
processes, and parts selected to be in accordance with the requirements
of MIL-E-5400T, paragraph 3.1 through 3.1.58 to the maximum extent
practical.

3.3.2 Electromagnetic Radiation (No requirement)

-6-
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3.3.3 Nameplates and Product Markings

HSDB assemblies shall be individually identified and marked
with an unique Collins parts number and serial number.

3.3.4 Workmanship

Workmanship shall be inspected to be in general accordance

withtherequirements of MIL- P-54001, paragraph 3.5.

3.3.5 Interchangeability

Wherever practical, like part numbered assemblies and
subassemblies shall be interchangeable mechanically and electrically
without adjustment of that or other system components.

3.3.6 Safety

The HSDB and components thereof shall be designed using the *2
requirements of MIL-E-5400T, paragraph 3.2.22 as a guideline.

3.3.7 Human Performance/Human Engineering (No requirement)

3.4 Documentation .

Documentation of the HSDB system and components thereof shall
conform to the requirements of DoD-D-l000. .

3.5 Logistics (No requirement)

3.6 Personnel and Training (No requirement)

3.7 Functional Area Characteristics

A coaxial HSDB system shall be comprised of coax bus
terminal, coupler, mainbus, stub bus, and termination assemblies as .

illustrated by figure 20a. A FO HSDB system shall be comprised of a
a tl jJ cu lcL , £- t' z ter-miL. alW , attLLCLu0 LUJ., andt fi. e as~ tA~ L.~~)~

illustrated by figure 20b.

3.7.1 Coaxial Bus Function Descriptions

3.7.1.1 Coax Bus Terminal

The coax bus terminal function is responsible for .. ,
establishing communication paths between user functions via the HSDB
network and for organization of data for transport between users. The V
terminal function shal I be designed using a combination of hardware
and software subiunctions to perform as. described by paragraph 3.2 of
this specification. The int,.rface with the user process shall meet the
requirements of paragraph 3.1.5.1, Th.e interface with the coupler :.
shall meet the requirements of 3.7.5.2.
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3.7.1.2 Coupler

The coax bus coupler function allows physical and electrical
access to the bus media (coaxial cable) by the terminal. The coupler
function shall be comprised of a hardware assembly meeting the
requirements of paragraph 3.2.1.2.1-e through 3.2.1.2.1-1. The
Interface with the terminal function shall meet the requirements of
3.1.5.2.1, 3.1.5.2.2, and 3.1.5.2.3. The interface with the mainbus
shall meet the requirements of 3.1.5.2.4 (2 ports, input and
output).

3.7.1.3 Mainbus

The mainbus function allows couplers (and terminals) to be
physically separated by a maximum of 300 feet. The mainbus shall be
comprised of a set of coaxial cable assemblies meeting the requirements
3.2.1.2.1-e, and 3.2.1.2.1-f (less coupler mainbus loss). The
interfaces with the couplers shall meet the requirements of 3.1.5.2.4. ,y' •

3.7A.4 Stub Bus r.r"3

The stub bus function allows terminals to be physically
separated from couplers by a maximum of 20 feet. The stub bus shall be
comprised of a set of coaxial cable assemblies meeting the requirements
3.2.1.2.1-a through 3.2.1.2.1-d. The interfaces shall meet the
requirements of 3.1.5.2.1 through 3.1.5.2.3.

3.7.1.5 Termination

The termination function is used at each physical extremity
of the network to provide an ideal impedance at the unused mainbus port rV Nrj

of the last coupler. The characteristic impedance shall be 50+JO ohms r.ry;
+TBS ohms. The interface shall consist of a male type TNC connector.

3.7.2 Fiber Optic Bus Function Descriptions

3.7.2.1 Fiber Optic Bus Terminal

The fiber optic (FO) bus terminal function is responsible for # /'.
establishing coimunications paths between user functions via the HSDB
network and for organization of data for transport between users. The
terminal function shall be designed ustng a combination of hardware and
software subfunctions to perform as described by paragraph 3.2 of this
specification. The interface with the user process shall meet the
requirements of 3.1.5.1. The interface with the star coupler shall ,
meet the requirements of 3.1.5.3. •. I,

3.7.2.2 Star Coupler

The star coupler function allows optical interconnection of -
the terminals comprising the network. The coupler shall be comprised
of a single hardware assembly meeting the requirements of 3.2.1.2.2-b ,iQ.4
through 3.2.1.2.2-f. The interface shall meet the requirements of
3.1.5.3 (each of 64 ports).
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3.7.2.3 Fiber Stub

The fiber stub function allouws terminals to be physically IV 1%'
separated from the star coupler by a maximum of 300 feet. The fiber
stub shall be comprised of a set of fiber optic cables termina.ted at
each end by either a connector or a splice, and shall meet the
requirements of 3 . 2 .1.2.2-a and 3.2.1.2.2-c through 3.2.1.2.2-f. The %
interface at the terminal end shall meet the requirements of 3.1.5.3. 'K.

3.7.2.4 Attenuator

The attenuator function allows terminals in low loss paths of
the network to avoid saturation of the terminal receiver by lowering"-.
the optical power prior to application to the terminal. The .
attenuation shall be specified by the system designer at a value
appropriate for this purpose given the specific characteristics of the
network under development. Interface with the fiber stub shall be via
splice or optical SMA type connectors at the discretion of the system
designer. ,.b

3.8 Precedence

Not Applicable 7-

4. QUALITY ASSURANCE PROVISIONS

Requirements for iormal tests/verifications of system
performance design characteristics shall be specified by the -,
development specifications of individual systems and system components.

5. PREPARATIONS FOR DELIVERY (Not required)

6. NOTES

6.1. The user interface to the termlinal is purposcly &pecifie3 in
a general manner so as to allow interface to it variety of different.
users in an optimum manner. Some interfaces may be implesmented usin.g
serial data paths, others using parallel, tor example. t7he
development specification of each terminal/user mu.st. specify this
interface in detail. --

-) e
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10. GLOSSARY OF ACRONYMS V

Acronym Description Definition

APM Access and Protocol Machine 3.2.1.4.3.1
CRU Configuration Reporting Unit 3.2.1.4.1.11
CS Current Successor Address 3.2.1.4.4.1.9
CP Current Predecessor Address 3.2.1.4.4.1.9
DA Destination Address 3.2.1.1.5
ED End Delimiter 3.2.1.1.9
F1 TRT_PI Flag 3,2.1.4.4.1.3
F2 TRTP2 Flag 3.2.1.4.4.1.3
F3 TRTP3 Flag 3.2.1.4.4.1.3
FC Frame Control 3.2.1.1.3
FCS Frame Check Sequence 3.2.1.1.8
FIFO First-In-First-Out
FO Fiber Optic
14SDB High Speed Data Bus
KRT RTC Drift Rate Correction 3.2.1.4.4.1.11 I
LS Logical Successor . _
MAC Media Access Control Layer 3.2.1.4
MED Media Layer 3.2.1.2 '-NIT Network Inactivity Timer 3.2.1.4.3.5
PO Highest Priority
Pl Intermediate Priority
P2 Lowest Priority

PHY Physical Layer 3.2.1.3
PP Potential Predecessor 3.2.1.4.4.1.9
PRE Preamble 3.2.1.1.1
PS Potential Successor 3.2.1.4.4.1.7
ALT Retry Limit Timer 3.2.1.4.3.7
RMT Ring Maintenance Timer 3.2.1.4.3.3
RST Realtime Clock Synchronism Timer 3.2.1.4.3.8
RTC Realtime Clock 3.2.1.4.2.7 i i
RWT Response Window Timer 3.2.1.4.3.6RX Rece ive ^,--•
RXC Receive Control UnTitI 3.2 419 A. I
FXD Receive Data Unit 3.2.1.4.1.8RXM Receive Message 3.2.1.4.1.7

RXU Receive Unit 3.1.5.1/3.2.1.4.1.10
SA Source Address 3.2.1.1.4
SD Start Delimiter 3.2.1.1.2
SET Solicit Entry Timer 3.2.1.4.3.4 '"
TA Terminal Address
TCU Terminal Control Unit 3.2.1.4.1.5
THT Token Hold Timer 3.2.1.4.3.1
TK Timekeeper 3.2.1.4.3.8
TKF Not Timekeeper 3.2.1.4.3.8
THU Terminal Management Unit 3.1.5.1/3.2.1.4.1.2
TRT Token Rotation Timer 3.2.1.4.3.2
TRU Transmit/Receive Unit 3.2.1.3.n.
TSU Terminal Status Unit 3.1.5.1/3.2.1.4.1.12 -
TX TransmitRW
TXC ransmit Control Unit 3.2.1.4.1.4 ., ,
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10. GLOSSARY OF ACRONYMS (Cont'd)

Acronym Description Definition

TXD Transmit Data Unit 3.2.1.4.1.3
TXM Transmit Message 3.2.1.4.1.6
TXU Transmit Unit 3.1.5.1/3.2.1.41.1
UIm User Interface Machine 3.2.1.4.3.2
WC Word Count 3.2.1.1.6

Q%

,p.

0

D -77



SPA 90099001A

16 January 1987

20 PI-Bua Interface Design Guide -

20.1 Scope

This appendix to the HSDB System Specification illustrates an
approach which may be used to interface the HSDB to a PI-Bus. The PI- '
Bus was chosen due to its potential for wide application throughout
military aircraft as a backplane bus.

20.2 Requirements
-r

The user interface requirements of a HSDB terminal are
described in paragraph 3.1.5.1. PI-Bus interface requirements are ,
described in the PI-Bus specification. i

20.2.1 Transmit Operation t

The transmit operation is defined as the process required for
a PI-Bus module to place a message on the HSDB. The operation consists

of the set of transactions described in Table I. The SEQuence column
identifies the transaction sequence described in the HSDB System
Specification. The SOURCE column identifies the PI-Bus module which b'
wishes to originate the message. The DESTination column is the PI-Bus
module which has direct interface (gateway) to the HSDB. MESSage
refers to the message sequence type as described in the P1-Bus
specification. Note that it is assumed that the SOURCE module is PT-
Bus master at initiation of the operation. .

TABLE I
TRANSMIT OPERATION

SEQ SOURCE DEST HESS NOTES

(TU) *----------------- > BUS INTERFACE MESSAGE a.
2(TSU) < ------------- * PARAMETER WRITE b.
3(TfU) * ------------- > BUS INTERFACE MESSAGE S..

OR BLOCK MESSAGE c.
4((IXU) * ------------- > PARAMETER WRITE d.

NOTES:

* PI-Bus Master

- -> Information Destination -.%
a. Request to send, word count, class of service, destination

address and subaddress, priority V.
b. Buffer address or error/busy indication
c. Data field contents
d. Confirmation or abort

20.2.2 Receive Operation

The receive operation is defined an the process required for
a Pl-Pus module to recover a message from the USDB. The operation
consists of the set of transactions described in Table II. 'ThWe
SEQuence column identified the transaction sequence described in
the HSDB system specification. The SOURCE col]unn identifies the
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P1-Bus module which has direct access to the HSDB. The DESTination
column is the ?I-Bus module for which the message is intended.
Note that it is assumed that the SOURCE module is PI-Bus master at
initiation of the operation. The 14ESSage column refers to the
message sequence type as described in the PI-Bus specification.

TABLE II
RECEIVE OPERATION

SE SOURCE DEST MESS NOTES

(TSU) *--------------> BUS INTERFACE MESSAGE a.
2(RXU) .............. >* BUS INTERFACE MESSAGE

OR BLOCK MESSAGE b.
3(TMU) < - -------------- * PARAMETER WRITE c.

NOTES:
S* PI-Bus Master
-.> Information destination
a. Word count, location of buffer, source address, class of

service, priority
b. Data field contents
c. Confirmation (free buffer)

20.2.3 Status Request Operation

The status request operation is defined as the process by
which a PI-Bus module may request status information from either the
local HSDB interface module or of some other terminal of the HSDB. The
operation consists of the set of transactions listed on Table III. The
SOURCE column identifies the PI-Bus module which originates the status
request. The DEST column identifies the PI.*Bus module having direct
access to the HSDB.

TABLE III
STATUS RFqUEST OPERATION

S 11"q SOURCE DEST MESS NOTES

](TtU) * -------------- > BUS INTERFACE MESSAGE a.
2(TSU) < ..............- * BUS INTERFACE MESSAGE b.
31 KXU) *< ------------- BUS INTERFACE MESSAGE

OR BLOCK MESSAGE c.
4(111U) * - ---- -- > PARAMETER WRITE d.

NOTES:
'A PI-Bus master

S.... > Information destination
a. Status request, parameter(s), source address
b. Word count, location of buffer, source, class of service

'Fr Ic. Status message
d. Confirmation (free buffer)
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20.2.4 Status Report Operation

The Status Report Operation is defined as the process by
which the PI-Bus module with direct access to the HSDB may initiate a
status report to another PI-Bus module. The operation consists of the
set of transactions listed in Table IV. The SOURCE column identifies
the PI-Bus module which originates the status request (HSDB module).

TABLE IV
STATUS REPORT OPERATION

SEQ SOURCE DEST MESS NOTES

l(TSU) *.-------------- > PARAMETER WRITE a.

NOTES:
* PI-Bus master
-- > Information destination
a. Status summary
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